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Abstract- With the Proliferation of Cloud Computing concept, the datacenters, as the basic 

infrastructure for Cloud Computing, have gained an ever growing attention during the last decade. 

Energy consumption in datacenters is one of the several features of them that have been the target of 

various researches. Two major consumers of energy in datacenters are the cooling system and IT 

equipment. Computing resources e.g. servers and communicating ones e.g. switches constitute a great 

portion of IT equipment. Among these two major players, the servers have been considered more than 

networking equipment. Making servers energy proportional or server consolidation are two essential 

approaches regarding reduction of servers’ energy consumption. However, some researches indicate 

that 10% to 20% of energy consumption of IT equipment goes to network equipment and hence they 

must also be considered en route to better energy consumption in datacenters. The focus of this 

chapter is energy consumption of network equipment in datacenters and conducted researches in this 

area. First, a quick summary about network energy consumption in datacenters is presented. After 

that, related state of the art approaches and techniques are categorized, reviewed and discussed. 

Finally, the chapter is concluded with presentation of recent original work of authors and its details.  

Keywords: Virtualized datacenter, VM consolidation, inter-VM communication, Energy Efficiency. 
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PUE Power Usage Effectiveness 

VM Virtual Machine 

PM Physical Machine 

 NIC Network-Interface Card 

MPI Message Passing Interface 

VDC Virtual DataCenter 

IRA Integrated Resource Allocator 

TEA Traffic aware Embedding Algorithm 

FFLM First-Fit virtual Link Mapping  

VC Virtual Cluster 

CS Communication Skeleton 

TOP-VCM Topology-aware partial VC mapping  

VMM Virtual Machine Manager 

QoS Quality of Service 

CIVSched communication-aware inter-VM scheduling 

BCN Bidimensional Compound Network 

HCN Hierarchical irregular Compound  Network  

NPE Network Power Effectiveness 

SaaS Storage as a Service  

SDN software defined network  

NS2 Network Simulator 2 

SABVMP Simulated Annealing Based VM Placement  

CAVMP Communication-Aware VM Placement  

ILP Integer Linear Programming  

SCAVP Structural Constraint-Aware Virtual Machine Placement 

 



3 

 

1. Introduction 

Energy consumption is a critical concern for operators of datacenters and there are several 

factors that affect this energy consumption. Various parts such as IT equipment, cooling and power 

distribution consume power in datacenters. One measure of power efficiency in datacenters is the 

Power Usage Effectiveness (PUE) metric which is the ratio of total power consumption over IT 

equipment power consumption [1]. Many works have traditionally reduced the PUE by mostly 

considering the cooling power consumption [2-5].These efforts have led to very notable PUEs such as 

1.12 for Google [1] or 1.07 for Facebook[6] by reducing total power consumption in the PUE 

definition. More recent works focus on improving power consumption of the IT equipment. Between 

severs and switches which are the major IT equipment that consume power, many works have been 

done to reduce the energy consumption of servers so as to make them energy proportional [7-10]. A 

study [11] on various kinds of web servers shows that the average utilization of servers varies 

between 11% and 50%. Virtualization has improved utilization of today datacenters by allowing 

consolidating several virtual machines (VM) on a single physical machine (PM) server. Since most 

today servers are not energy proportional [12], this consolidation helps operate the servers in their 

more energy-efficient operating regions. Virtualized datacenters enable a datacenter to service more 

requests per unit time and energy compared to non-virtualized ones which results in a greener 

datacenter with smaller carbon footprint. The amount of energy reduction by VM consolidation highly 

depends on the VM placement algorithm employed in the datacenter. Many different VM 

consolidation techniques have been presented [13-19] and each of them considers different parameters 

to reduce the number of ON PMs and to place VMs on them.  

Aforementioned references indicate the importance of servers in datacenters, however, 

measurement reports reveal that about 10% to 20% of power consumption of IT equipment goes to 

network equipment [20]. A case study on Google datacenters also indicates that when the server 

utilization is 100%, the network infrastructure consumes around 20% of total IT equipment power,  

but when the server utilization drops down to 15%,  the network share increases to 50% and even 

higher when energy-proportional servers are employed [21] (see Fig.  1). These observations 

demonstrate the significance of network power consumption and its need for more attention. 
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Fig.  1. Impact of energy proportionality of network on total power consumption[21] 

 This chapter surveys various aspects of network power consumption in datacenters and 

reviews state of the art approaches and mechanisms. In section 2, power consumption of components 

that constitute the datacenter networks are presented and discussed. Section 3 is dedicated to 

categorization of numerous techniques that are presented for energy reduction of network in 

datacenters. The remaining sections of chapter are dedicated to the recent approach of authors toward 

reducing energy consumption of datacenters with respect to communication. 

2. Power Consuming Components in Networks 

There are two parts in the networking infrastructure that consume power: switches and the 

Network-Interface Cards (NIC) of servers. According to [22], NICs consume only about 5% of total 

power in servers; thus, the network switches are the main target when addressing power consumption 

in networks. In Fig.  2 the share of each component in total power consumption of IT equipment is 

demonstrated.  As can be seen, the share of switches is way more than NICs in servers. 

 

Fig.  2 Distribution of power consumption in IT equipment[20, 22] 
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For a better understanding of the power consumption mechanism in network switches note that each 

switch consists of a chassis containing a mainboard with one or more linecards connected to it, and 

each linecard has several ports. The power consumption of ports varies with their bit rate. Depending 

on the equipment, bit-rate of ports can be individually set and they can even be turned off if not 

connected or not needed. Similarly, each linecard can be separately turned on or off. In general, we 

can say that  Energy consumption of a switch depends on the following factors: (a) type of switch, (b) 

number of ports, (c) port transmission rates, and (d) employed cabling solutions [18]. Thus total 

power consumption of a network switch can be formulated as equation 1[23]: 

 

𝑃      =  𝑃       + 𝑛        ∗  𝑃        + ∑𝑛     ∗  𝑃 

 

   

 

 

(1) 

Where𝑃        is the amount of power the switch consumes when turned ON, regardless of 

other parameters. The 𝑛         parameter indicates the number of linecards in chassis and 𝑃         

is the power consumption of an active linecard. Finally, 𝑛      is the number of ports in switch and 𝑃  

corresponds to power consumed by an active port (transmitter) running at the rate r. 

3. Power reduction Techniques 

As Eq. 1 shows, power consumption of network switches can be reduced in several ways. 

For classification purposes, we divide these approaches into three categories: use better equipment, 

better use of equipment, and reduce use of equipment. The first category deals with ways to reduce 

the constant values in Eq. 1 so that the network equipment is more energy-proportional; i.e., their 

power consumption is effectively reduced to near zero when not in use. The second category, better 

use of equipment, deals with static and dynamic techniques that help turn-off more linecards to save 

power. These two categories do not affect total communication volume transmitted over the network, 

but try to do it in a more efficient way by actually reducing power consumption of the equipment. The 

third category, which comprises more sophisticated and more recent techniques, represents various 

approaches that influence total volume of data to be transmitted by the network so that total operating 
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time of equipment is reduced. In other words, these techniques reduce total energy consumption of the 

network equipment by reducing the time factor. Obviously, one needs to simultaneously apply these 

three categories of techniques to obtain the most effective power reduction outcomes, but for 

classification purposes, we present each of them separately in the following subsection.  

3.1 Use Better Equipment  

Eq. 1 practically covers most popular network switches in widespread use today. The constant 

values, such as the power consumption of the mainboard or the base power of each linecard, plays an 

important role in total power consumption; even when there is no activity in the network, these 

constant values are consumed to operate the switch. Reducing these constants is one important way to 

make switches energy-proportional. Moreover, the channels in many current switches are always ON 

regardless of transmission rate (even when there is no packet to transmit). More advanced switches, 

such as Dynamic InfiniBand switches, can be adapted to transmission rate and save power [24-26]. 

Use of other technologies, such as optical cables and networks, is another way for energy-

proportionality [27-29]. For example, above Infiniband switches along with optical links make it 

possible for links to operate with fewer lanes and at a lower data rate to reduce the power 

consumption [21]. 

3.2 Better Use of Equipment  

In this category, the components of a switch such as ports or linecards are considered and the 

main concern is to reduce the power consumption of them in order to reduce the energy consumption 

of switches, and consequently, reducing the network energy consumption. For example, in [30] the 

behavior of ports in switches is studied and a number of techniques is proposed as below: the simplest 

technique suggests disabling unused ports since some of them are never used or used just for short 

periods of time. This technique is inexpensive to implement statically, but if the communication 

requirements change dynamically, turning on-off should also be dynamic which is harder to 

implement. Port rate adaptation is another technique they suggest that can be useful for ports with low 

and almost constant utilization, but not for ones with fluctuating utilization. The third technique 

proposes aggregating the entire set of active ports on as few linecards as possible. It makes it possible 
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to shut down the unused linecards to save the energy. Finally, the linecards can also similarly be 

consolidated across fewer switches.  It provides the opportunity to reduce the number of active 

switches and save energy. These works [31-35] have used one or more of aforementioned techniques. 

However, moving ports from sparse switches to crowded ones needs significantly rewiring the 

network. 

3.3 Reducing the Usage of Equipment 

These techniques are more focused on concepts like communication time, communication 

volume or communication scheduling in datacenter network. Each of the aforementioned concepts can 

affect the energy consumption of datacenter network. For example, if one can decrease the amount of 

data that transfers among the network, the usage of switches will decrease and consequently they 

consume less energy. In the following subsections we will categorize these kinds of approaches and 

give more examples and explanation about each subcategory. In Fig.  3 you can see an overview of 

subcategories  

 

Fig.  3 Overview of Power Reduction Techniques 
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3.3.1 Enhancing Profiling Effectiveness 

These kinds of works are the first ones in the area of communication-aware task placement 

algorithms and are the base for many algorithms that are proposed for datacenters and clouds. Ref. 

[36] is one of the primitive works that considers the communication when trying to balance the load in 

a cluster that runs parallel workloads. COM-aware is designed to handle a wide variety of applications 

by mean of an application behavioral model that includes load of CPU, disk and network generated by 

application. 

For constructing this model, a profiling step is needed. The profiling can be either offline or 

online.  This model then will be used to calculate the load impact of each application on cluster. The 

model considers several phases for a process of application and for each phases, the total execution 

time of that phase is broken down to communication time, disk I/O time and CPU time. The below 

equation shows this break down by this assumption that there are N phases: 

 𝑜          𝑛       =     
 +      

 +     
   

After that, the Communication, Disk and CPU requirements are estimated as below: 

    = ∑    
 

 

   

       = ∑     
 

 

   

      = ∑    
 

 

   

  

The profiling step that mentioned earlier is responsible for obtaining the   
  times. This 

information then will be used to do communication-aware load balancing. 

For evaluating the proposed schema, a 32 node cluster is simulated and a variety of workloads 

are used to evaluate its performance. The performance metrics that are used for evaluating are:  

Turn-around time: it is a common metric for evaluating the job performance and measures as the 

elapsed time between job submission and job completion. 

Slowdown: it can be calculated as   
   ⁄  where the   

  is the turn-around time of job in a none 

dedicated system and     is turn-around time in the same system but this time the resources are 

dedicated to the job and there is no resource sharing. 

Communication pattern which consists of three key attributes (volume, spatial and temporal) is 

a useful resource for perceiving the communication behavior of parallel applications and is extracted 

from communication trace. Before [37], the parallel applications must be run on whole cluster in order 



9 

 

to produce communication trace but this process has two main weaknesses: it uses lots of resources 

and takes a long time. This work proposes a new method for producing communication trace by less 

resources and time, but by sacrificing the temporal attribute of communication pattern. It uses the MPI 

program and analyzes it to find the critical parts and then uses them to generate reliable 

communication trace. This work is also one of the first works that are done for communication 

awareness and later are applied to clouds and datacenters.  

 

3.3.2 VDC Placement 

For service providers who deploy their services on the cloud, sole VMs without considering 

their communication overhead cannot guaranty the desired performance. Instead they expect an entity 

that considers computing and communication elements simultaneously. For satisfying such demands, 

the Virtual DataCenter (VDC) concept emerged. A VDC is a set of VMs, switches and routers that are 

connected through virtual links and each virtual link is characterized by its bandwidth and delay. The 

VDCs can address the performance issue since they are kind of isolated regarding network and hence 

can better guaranty network resources availability. 

Mapping the VDC resources onto physical infrastructure resources efficiently is a problem that 

several works are proposed to address it. Ref [38] proposes an approach for placing VDCs that aims 

to achieve two goals: allocating the computing and networking resources to each VDC and 

maximizing the number of placed VDCs and guarantying their performance. Since the available 

bandwidth for each VDC can affect the performance of running tasks on it, it is important to consider 

the network bandwidth in VDC placement. This work tries to reduce the inter-VDC bandwidth in 

order to increase the performance. It first proves that the problem of clustering the VMs of a VDC in 

order to reduce the inter-cluster bandwidth is NP hard. After that, the three-phase integrated resource 

allocator, IRA, is introduced that exploits the min-cut algorithms to form the VM clusters. Finally, 

another version of IRA, called B-IRA, is proposed that uses approximation algorithms and explores a 

smaller space for solution. Three phases of IRA can be seen in Fig.  4 
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Fig.  4 Three Phases of IRA 

The first phase of IRA is only applied when the resource requirement of VDC is more than one 

server-cluster. All the servers in a server-cluster are attached to the same edge-switch. Therefore, 

when more than one server-cluster is required it means that there will be communication between 

clusters. Because of the high cost of this kind of communication compared with intra-cluster one, the 

IR tries to cluster the VMs of VDC in a way that inter-cluster is as low as possible. It is obvious that 

when the VDC can be fit in a single server-cluster, there is no need for VM-clustering. The second 

phase tries to find a valid mapping for each VDC on physical resources. The process of mapping for 

each VDC is successful if: first, there is at least one sever-cluster for each VM-cluster of VDC that 

can satisfies the resource demand of the VM-cluster and second, there is enough bandwidth among 

the selected server-clusters that can handle the communication between VM-clusters. Finally in the 

third phase, when the two previous phases are done successfully, the allocation routine places the 

VM-clusters onto corresponding server-clusters. 

For evaluating the proposed technique, a set of simulations is conducted. The physical 

infrastructure considered is a three-tier hierarchal architecture with 192 server-clusters and 9216 

servers. Regarding the number of switches, there are eight core switches, 32 aggregation switches and 

192 edge-switches and each edge-switch represents a server-cluster. For evaluating the performance, 

three metrics are selected: 

Percentage of accepted VDCs: how many of requested VDCs are accepted and placed on 
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infrastructure 

Cost: here the cost is the inter-cluster communication. When a VDC is split into several VM-clusters, 

the amount of communication between these parts is the cost of VDC placement. 

Partition size: by changing the size of VDCs, the effect of VM-clustering is observed. 

The main assumption in [39] is that network switches are the bottleneck in datacenter network 

and that the datacenter network topology is fat-tree. They have designed two algorithms called traffic 

aware embedding algorithm (TAE) and first fit virtual link mapping (FFLM) to map the requests for 

VDC on the physical infrastructure. They claim that proposed approach can increase the chance of 

placing VDCs and reduce the network cost. 

Virtual Clusters (VC) are entities like VDCs that provide isolated resources for a job and are 

configured per job in runtime. A job that runs on VC has several sub-jobs and each of them runs on a 

VM in VC. The proposed approach in [40]first extracts the communication pattern among the VMs in 

VC and makes Communication Skeleton (CS). It then tries to place the VC on infrastructure by 

considering the resource demand of VMs as well as derived CS in order to increase resource (CPU 

and network) utilization. For reaching this goal, they introduce partial VC mapping which is in 

contrast to full VC mapping. They claim the former can lead to better resource utilization and less 

placement complexity and Topology-aware partial VC mapping (TOP-VCM) algorithm is designed to 

fulfill the concept. TOP-VCM tries to map VMs and Virtual Links between them on physical 

resources and links in order to increase resource utilization. It also leads to decrease in response time 

of tasks which are processed by job that is running on VC due to better communication performance. 

The majority of works done just has considered the case where there is one infrastructure and 

distributed infrastructures are not considered. So Ref. [41] tries to solve the VDC embedding problem 

in the case of distributed infrastructures by considering energy efficiency and environmental impacts. 

The proposed solution comprises two phases: VDC partitioning and partition embedding. VDC 

partitioning phase splits the VDC to several partitions such that bandwidth between partitions is 

minimized. The partition embedding phase then lists the datacenters that are able to host the partition 

and chooses the best one based on constraints such as cost and location. 
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3.3.3 Hypervisor Enhancement 

Virtualization technology has a promising effect on resource utilization in datacenters. Since 

the main concern at the time of designing current hypervisors such as Xen was the computing-

intensive applications so they suffer from poor network I/O performance. For example, Single-root 

I/O virtualization, which is the current standard for network virtualization, is based on interrupt and 

since handling each interrupt is costly, the performance of network virtualization depends on the 

resource allocation policy in each hypervisor. 

For conquering aforementioned problem, [42] proposes a packet aggregation mechanism that 

can handle the transfer process in a more efficient and rapid manner. However, the aggregation step 

itself introduces a new source of delay and must be addressed. Hence, the queuing theory has been 

used to model and dynamically tune the system in order to achieve the best tradeoff between delay 

and throughput. 

Regarding the resource allocation policy problem the Credit-Based scheduler, the de facto 

resource scheduler in Xen hypervisor, cannot handle the I/O-intensive workloads properly since it is 

not aware of different behavior of various VMs and handle all of them in the same way. So, the I/O-

intensive VMs don’t earn enough credit for handling network interrupts and hence retrieve the data in 

a slow manner that leads to high latency and response time. 

To tackle the mentioned problem and eliminate the bottleneck which is caused by scheduler, 

[43] introduces a workload-aware network virtualization model that monitors the behavior of VMs 

and divides them based on their behavior in two categories: I/O-intensive and CPU-intensive and then 

handles them by Shared Scheduling and Agile Credit Allocation. When an I/O-intensive VM faces 

burst traffic, the shared scheduling gives it more credit so it could be able to handle the traffic and 

agile credit allocation is responsible for adjusting the total credit based on number of I/O-intensive 

VMs in order to reduce the wait time for each I/O-intensive VM. 

Ref [44] first introduces a semantic gap that exists between VMM and VMs. The gap is that 

VMM is unaware of processes inside VMs so it cannot schedule the VMs efficiently. As an example, 

when a VM sends a request to another co-located VM, the co-located VM must earn vCPU so it can 

process the request and provide the response ASAP but the current scheduling in VMM doesn’t 
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consider this matter. As a result, the response latency increases and it may lead to QoS violation. 

Moreover, it gets worsen when the co-located VMs are CPU or IO intensive because the competition 

for CPU increases dramatically.  Fig.  5 illustrates the mechanism of inter-VM communication in 

current Hypervisors. 

 

Fig.  5  Inter-VM communication in VMMs 

 To resolve the problem, they propose the CIVSched algorithm which is aware of 

communication among co-located VMs. CIVSched monitors the packets that are send through the 

network and identifies the target VM and schedules the VM in a way to reduce response latency. The 

CIVSched prototype is implemented on Xen Hypervisor. 

For each DomU guest (VM) there is a virtual front-end driver that VM sends the requests for 

I/O operations to it. Then these requests are sent to back-end driver which is in Dom0 guest. And 

finally, the back-end driver sends the captured requests to real device driver and returns the responses 

to the front-end driver. As an example, Fig.  6 depicts the way of a packet sent by any VM through the 

Xen hypervisor in standard manner.  

 

Fig.  6 Xen I/O Overview 
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The CIVSched must abide by two design principles: low latency for inter-VM and low latency 

for the inner-VM process. These two design principles help CIVSched to decrease the inter-VM 

latency. For realizing the two above mentioned requirements, the CIVSched adds five modules to the 

Xen I/O mechanism. The AutoCover (Automatic Discovery) module finds the co-located VMs and 

stores their MAC address and IDs in a mapping table. The CivMonitor checks all the packets 

transmitted by VMs and when finds an inter-VM packet, informs the CivScheduler about it. Then, 

CivScheduler gives more credit to target VM so it can handle the packet as fast as possible. Until now, 

the first design principle (low latency for inter-VM) is satisfied but the other one still needs attention. 

Regarding the second principl, CivMonitor identifies the process of target VM that will receive the 

packet via TCP/UDP port number within the packet and passes the information to the target VM. 

Finally, PidScheduler and PidTrans modules inside the guest VM schedule the target process with 

respect to decreasing latency. Fig.  7 illustrates the added modules by CIVSched to the Xen 

hypervisor. 

Physical Hardware

Xen Hypervisor

DomUDom0

Apps

Front-end 
Driver

Bridge

NIC 
Driver

Back-end Driver

PidScheduler

PidTransCivMonitor

PidTrans

AutoCover

 

Fig.  7 Overview of CIVSched 

For evaluating the CIVSched, it has been implemented on Xen hypervisor version 4.1.2 and is 

compared with XenandCo [45] scheduler (another proposed scheduler for Xen) and Credit scheduler 

which is the base scheduler in Xen. For comparing the Network latency, experiments consist of a 

ping-pong test, a simulation test and a real world we application scenario but with synthetic 
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benchmarks. Fairness Guarantees is also evaluated because the fairness of scheduler directly affects 

the fairness of CPU resources allocated to each VM. The UnixBench suite 4.1.0 is adopted for 

evaluating the performance overhead of CIVSched on host’s performance. Performance overhead is 

measured at two levels: when there are just two VMs on the host (light consolidation) and when there 

are seven VMs running simultaneously on the host (heavy consolidation) 

3.3.4 Topology Enhancement 

There are two major categories for datacenters network architecture: switch-centric and 

server-centric. In server-centric architectures the servers not only act as computing resources, but 

also have the responsibility for packet forwarding. In switch-centric architectures however, the packet 

forwarding and communication is guaranteed by switches and servers do not have any role in packet 

delivery. 

Among the switch-centric architectures, 3-level fat tree topology is the most common one. In 

this topology, there are several paths between two nodes so in the case of link failure there are 

alternative routing ways. One dominant problem by fat tree is that the number of nodes that can be 

connected is restricted. If one needs to connect more nodes, there are two way for that: replacing the 

switches with bigger ones that need to reconfigure the whole connections which is costly or increasing 

the number of levels that leads to increase in network diameter. For solving the mentioned problems, 

[46] proposes a new approach for constructing large datacenter networks with fixed size switches. 

They first construct hyper graphs using the hyper graph theory and then convert them to indirect 

hyper graphs. This approach makes it possible to connect more nodes together with fixed size 

switches compared with fat tree topology. 

In server-centric architectures, the delay of a server-to-server direct hop and a server-to-server-

via-a-switch hop is considered equal; however with the fast growing capabilities of servers for packet 

forwarding, this assumption might be invalid in the future. Moreover, until today, it is believed that 

BCN [47] can connect the most number of dual port servers for a fixed number and size of switches, 

while the authors claim that DPillar [48] architecture can connect more servers than BCN under the 

same configuration. 
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Regarding two aforementioned points, [49] proposes three new server-centric architectures for 

dual port servers. The architectures try to answer this question: “what is the maximum number of dual-

port servers that any architecture can accommodate at most, given network diameter d, and switch 

port number n”  [49] and approximate the upper bound of possible dual port servers. 

The first architecture, based on generalized hypercube [50], is called SWCube. Under different 

conditions, this architecture either can connect more servers than DPrill or less. The two other 

architectures, SWKautz and SWdBrujin, which are based on Kautz graph [51]and de Brujin graph 

[52]respectively, always proper better answers compared with DPrill. 

With the help of dual port servers, [47] proposes two new server-centric network structures 

called Hierarchical irregular Compound  Network (HCN) and Bidimensional Compound Network 

(BCN) for datacenters which are of server degree 2. These structures have low diameter and high 

bisection and can be expanded easily. Fig.  8 and  Fig.  9 depict these two new structures and more 

details about them will be presented in the following. 

 

Fig.  8 Structure of HCN (4,1) [47] 
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Fig.  9 BCN Network Architecture in the first dimension [47] 

A level-h HCN is denoted as HCN(n,h). Here n stands for number of dual-port servers in the 

smallest module and number of ports in miniswitch that connects the servers together in that module. 

A HCN(n,h) consists of n of HCN(n,h-1) modules that are connected via a complete graph. Here the 

second port of servers is used to connect the smallest modules together (the first port is connected to 

miniswitch). The smallest module is denoted as HCN(n,0). Generally, we can say that:   𝑜        

   (𝑛  )     𝑜 𝑚      𝑛    (𝑛     ) 

α stands for number of master servers and β determines the number of slave servers in 

BCN(α,β,h) where h shows the level of BCN in the first dimension. The sum of α and β denotes the 

number of dual-port servers and number of ports in miniswitch again in smallest module or building 

block like HCN. A general BCN is denoted by BCN (α,β,h,γ) and γ stands for level of BCN in the 

second dimension. It worth to mention that there is really no master/slave relation between servers 

and these names are just for simplifying the presentation of structure. The master servers, black ones 

in Fig.  9,are used to expand the BCN from outer section or first dimension and slave servers, white 

servers in Fig.  9, make it possible to expand the BCN from inner section or second dimension. 

Since good support for one-to-one traffic routing leads to good all-to-one and one-to-all 

support, two algorithms are presented for routing one-to-one traffic in BCN. First, the single path 

routing without failure is studied and then it has extended to parallel multipath routing. Finally, the 

failures are also considered and addressed by using multipath between servers. Network order 
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(number of servers in network), bisection width and path diversity are the parameters that BCN and 

HCN are compared with FiConn based on them. The results show that BCN can surpass the FiConn 

and yield better performance regarding aforementioned parameters. 

Network Power Effectiveness (NPE) indicates the tradeoff between power consumption and 

throughput of a network and also shows the bit-per-second per watt (bps per watt) for a network. This 

parameter is important in today’s datacenters since the main concern of recent proposed architectures 

for datacenter network is throughput and power consumption is rarely considered, however the 

network consumes a big portion of overall power in a typical datacenter. Ref [53] does a 

comprehensive study on dominant advanced network architectures in datacenters like Fat-tree and 

BCube regarding their NPE. It also studies the effect of different parameters such as traffic load, 

power-aware routing, traffic pattern and topology size on the NPE and compares the switch-centric 

architectures (which that try to propose a new architecture based on switches or improve tree 

architecture) like VL2 and Fat-tree against server-centric architectures (that use servers with multiple 

NICs and each server is involve in the packet forwarding flow) like DCell [54]and FiConn [55]. 

3.3.5 Traffic & Flow Engineering 

Various methods are proposed that aim to reduce just energy consumption of network. Ref [56] 

aims to reduce power consumption of core network in distributed cloud for different kind of 

applications. For content delivery services, they design a mixed integer linear programming model. 

Based on this model, they conclude that replicating popular content on different clouds can reduce 

power consumption significantly compared to centralized content delivery model because of power 

reduction of network switches. For storage as a service (SaaS), they suggest that migrating content 

based on its access frequency can be beneficial. And finally, for VM placement, they propose to break 

the large VMs into several smaller VMs and place them on different clouds to facilitate the access of 

users from different locations and reduce the power consumption of network. 

Despite the common approaches that try to optimize the network performance and energy via 

sole traffic-engineering, [57] tries to consider both traffic-engineering as well as network features 

such as topology and end-to-end connectivity. The proposed approach deeply explores both 
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application characteristics and network features and then based on these observations does the VM 

assignment. This assignment will lead to favorable conditions in datacenter network that will be used 

for next step which is traffic-engineering. 

One common way for reducing the power consumption of switches is to reduce the number of 

active switches by flow aggregation and then put the rest of them in “sleep on idle” state. Although 

the flow aggregation works fine for application-limited flows, where the amount of data that need to 

be transmitted is low and one network link can be shared between several flows to transmit their data, 

it cannot handle the network-limited flows like MapReduce applications. In network-limited flows, 

the application produces lots of data in a short period of time and then the capacity of network as well 

as the number of flows that compete on the bottleneck link determines the throughput for each flow. 

Consequently, however the number of active switches is reduced by aggregation technique, their 

uptime increases due to limited capacity for each flow. 

Ref [58] addresses above issue by modeling the problem and considering both reducing the 

number of active switches as well as deadline and size of each flow. They design “willow” which uses 

software defined network (SDN) technique and schedules the flows in terms of energy consumption. 

For achieving online scheduling, a greedy approximation algorithm is presented. This algorithm tries 

to use all the idle ports in a switch and then reduce the number of active switches until the running 

duration of network is not increased. 

Example in Fig.  10 shows that current techniques for scheduling flows, that just consider either 

minimizing the number of active switches or maximizing the network throughput, are not suitable for 

network-limited flows regarding energy efficiency. In this example, there are two flows: f1 from 

server 1 to server 3 and f2 from server 2 to server 4. Here, the following assumptions are considered: 

size of each flow = Z, the capacity of each link = B, power consumption of each switch = P and 

deadline of each flow = 
( ∗ ) 

 
. 
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Fig.  10 Illustrative example for showing performance of different flow scheduling algorithms 

The scheduling algorithm in (1)(a) aims to maximize the network throughput so routes the 

flows as is depicted. Here, four switches are active for Z/B time, so the total network energy 

consumption is (4*Z*P)/B. meanwhile, the scheduling algorithm in right side tries to minimize the 

number of active switches. the result is three active switches with (2*Z)/B uptime and hence the 

network energy consumption is  (6*Z*P)/B. as can be seen, while the second algorithm use one less 

switch compared with first one, it uses more energy than that of first one. However, in this scenario 

both scheduling schemas meet the deadline. 

In scenario B, it is assumed that links h-g and e-i are faulty and out of service. Again, the left 

side figure illustrates the path that flow scheduling maximizing throughput selects and the energy 

consumption of network for such routing would be (8*Z*P)/B.  The energy consumption of network 

for path that second algorithm i.e. minimizing the active switches, chooses is (6*Z*P)/B. we can see 

that despite the first scenario where the maximizing throughput gave better energy consumption, in 

this scenario minimizing the number of active switches is more successful regarding network energy 
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consumption.  This example clearly demonstrates that considering either network throughput or 

number of active switches is not sufficient and both of them must be considered simultaneously in 

order to achieve a successful scheduling under various conditions and the Willow algorithm is 

proposed to do it.  

There are three basic ideas behind willow design and it has been developed based on them. 

SDN based Flow Scheduling: willow uses SDN framework to collect information about flows 

such as their size and deadline or computing the routing path for each of them. 

Routing Path Selection: willow is not topology-dependent and can work with different 

topologies such as fat-tree or Bcube. 

Differentiation between Elephant Flows and Mice Flows: since the elephant flows dominate the 

traffic in datacenter networks [59], willow focuses on them and first schedules them, then reuses the 

computed paths for elephant flows in a random way for mice flows. 

For evaluating Willow regarding network energy consumption reduction, simulation and 

testbed experiments are conducted. In the simulation setup, for network topology both fat-tree and 

blocking fat-tree are used. The MapReduce computation trace from 50 mappers and 20 reducers is 

considered for workload trace. The evaluation metric for comparing willow against rival algorithms 

i.e. simulated annealing and particle swarm optimization is network energy ration. For evaluating 

willow in a real setup, a testbed with 16 servers in a fat-tree network is considered. 

3.3.6 Communication-aware Consolidation 

As the amount of PUE goes down by using advanced approaches for reducing the non-IT 

equipment power consumption, the power consumption of IT equipment (servers and switches) 

becomes dominant in datacenters. A wide variety of techniques and algorithms are proposed until now 

for reducing the quota of servers in power consumption [13-15, 19, 60-63] but there are lots of 

opportunities for decreasing the switches’ power consumption [58]. 

Joint approaches like [64, 65] consider both inter VMs communication as well as VM 

consolidation. However, these works suffer from too simplistic and inaccurate models of 

communication time and its effect on application runtime and energy consumption. They have tried to 
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group the VMs that communicate with each other and then place them on one or more servers to 

reduce network traffic, but did not take into account VMs communication inside a group, and more 

importantly, did not consider the communication structure among the servers.  

To address the aforementioned issues regarding joint approaches, we have developed a new 

approach and will describe it here. 

One of our contributions in this work is that we consider all inter-VM communication even 

inside a group and place VMs based on them so the network traffic is less compared to other 

approaches. Another advantage of our work is that we compute the communication time for each VM 

using a detailed network simulator, NS2, which improves the accuracy of results. A number of other 

communication-aware VM consolidation techniques exist, but they optimize only based on either the 

communication volume [66] or network congestion [18], both of which are relevant but indirect and 

inaccurate indicators of the actual communication time on the network. As an example, consider  a 

unit volume of data communicated between two servers; it takes different amounts of time if the two 

servers are in the same rack compared to when they are in different racks, and even more if in 

different clusters. Thus, the distribution of communications endpoints as well as the structure of racks 

and clusters, in addition to communication volume, play important roles to determine communication 

time, and hence, communication energy consumption. We improve state of the art by showing this 

shortcoming in existing approaches and their resulting sub-optimal placement, and by providing an 

approach to accurately consider network communication time.  

An important contribution of our approach over prior works is that we consider the structure of 

the datacenter, in terms of placement of servers in racks as well as racks in clusters, when placing the 

VMs. Prior art have only concentrated on consolidating VMs on servers without paying attention to 

the reality that most, if not all, cloud computing implementations take advantage of a datacenter in the 

backend, and hence, the actual place and connection structure of those servers is an important factor 

in total communication time, and the final energy consumption. We show and quantify the 

significance of this point by our experiments in Section 6. 

Another contribution of ours is revealing the inaccuracies in prior work by considering actual 

network structure and elements when evaluating the energy consumption and VM consolidation 
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outcome. To evaluate our as well as rival techniques, we use NS2 simulator for real-world network 

simulation, which is far more accurate than approaches that abstract out most network properties and 

only count the number of switches between servers, such as [67] where a  switch can become host 

spot, and consequently, the actual communication time is effectively more than they estimate. We 

prove superiority of our proposal by comprehensive experiments in this elaborate simulation 

environment. Experimental results show that our approach reduces the amount of communication up 

to 71.9% in synthetic benchmarks, and 77% in a real world benchmarks compared to an improved 

version of our closest rival. Consequently, the overall energy consumption is improved by up to 

17.8% in synthetic benchmarks, and 79% in the real world benchmark, by our technique compared to 

that improved rivals. 

4. Our Approach 

In this section we first show the flow of our work. Since pure VM placement problem is similar 

to the bin-packing problem in computer science, we use one of corresponding algorithms, the first-fit 

algorithm, as a baseline algorithm to compare to. 

4.1 Our Optimization and Evaluation Flow 

Fig.  11 gives an overview of our optimization and evaluation flow. First we use a VM 

placement algorithm to place the VMs on servers (the Placement Phase in the figure). We present two 

algorithms in this paper (see Section 5) corresponding to this step. Then, the results of the placement 

are evaluated to report here and compare to related work (the Evaluation Phase in the figure). There 

are many real-world cases even at large scales where the VMs are basically static and the goal is to 

optimally place them for the lowest energy. The flow in Fig.  11 is sufficient to address the needs of 

such cases, but for other cases where the nature of VMs is semi-static or dynamic, we re- run our VM-

placement algorithm (see Fig.  12) at certain intervals if new VMs arrive or existing VMs finish 

execution during that interval. We assume 30-minutes for this re-execution interval in this work. 

While the choice of this time period for re-placement interval may not be optimal, it is short enough to 

address most dynamic behaviors, while it is long enough to cover rather long boot up/shut down 
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latency of several new/finished VMs, and furthermore, it is long enough to reduce the energy and time 

overhead of re-running the placement algorithm—see Section 6.3. Deciding the optimal interval for 

VM re-placement is an interesting objective and is part of our future work. 

 

Fig.  11. Our optimization and evaluation overall flow 

 

 

Fig.  12. Placement and re-placement phases of our technique for dynamic environments 

After the placement phase is accomplished, it is time to evaluate the proposed VM placement 

so we go on to the evaluation phase in Fig.  11. Since the placement algorithm is re-run at fixed 

intervals, we evaluate its advantages in a single interval in our experiments in Section 6. The overhead 
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of live migration of a number of VMs, if the re-placement decides so at the beginning of a new 

interval, is analyzed in Section 6.3.  Based on the VM placement determined by the algorithm, we 

generate TCL script files that are the input of the NS2 simulator for network traffic assessment. TCL 

files consist of information such as network topology and amount of data that transfers between the 

VMs. After NS2 has finished simulating the network operation, it produces track files. In a track file, 

the sender, the receiver, the send time and the receive time of all packets are specified and we use this 

information to calculate the communication overhead of each VM and add it to the VM total 

execution time. Finally we compute energy consumption of datacenter IT equipment based on the 

VMs updated execution time.  

5. Problem Formulation and Algorithms 

In this section we give notations and formulate the optimization problem. After that, the 

proposed placement algorithms are described. 

5.1 Energy Model 

Servers consume a lot of energy in datacenters. Server power consumption is proportional to 

CPU utilization. Some researches indicate that an idle server consumes around two-thirds of its peak 

load consumption. The remaining one-third changes almost linearly with the increase in the level of 

CPU load. According to this, we use the following server power model [68], [18], [69]: 

𝑃      =  𝑃    + (𝑃      𝑃    ) ∗ 𝑈 
(12) 

where Pmax, Pidle, and U are server power consumption at maximum utilization, server power 

consumption when idle, and server CPU utilization respectively. It is noteworthy that since the 

assumption in our benchmarks is that when a CPU is assigned to a VM, that single CPU is fully 

utilized by that VM, the U parameter for each server is defined here as the number of active cores of 

the server divided by the total number of cores deployed in the server. 

Switches energy consumption is also significant specially when there is a lot of communication 

between servers. Energy consumption of some powerful switches is more than regular servers, and 

hence, it is important to consider energy consumption of them in evaluation. Here we use the Eq. (1) 
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for switches power consumption. 

 

5.2 Notations 

We assume that the resource demand for each VM is determined and fixed, and does not 

change during the run time of the VM. For example a VM needs two cores and 3GB RAM and these 

values are constant during the runtime of VM and do not change. We also assume that the 

communication matrix of VMs is given. Each element of this matrix shows the amount of 

communication between two VM. This information can be obtained by profiling the VMs during a 

test period prior to optimization. The above specifications of all VMs are given parameters to the 

algorithm. We define the notation listed in Table 1. 

Table 1. Notation used in our problem formulation 

Parameter Meaning/ description 

M Number of Servers 

N Number of VMs 

S Number of Switches 

VMCore i Required Number of Cores for VM i 

VMRAM I 

VMComTime i 

Required Amount of  Memory for VM i 

Communication Time of VM i 

ServerCore i Available Number of Cores in Sever i 

ServerRam i Available Amount of RAM in Server i 

VMtoVMcom i , j Amount of Communication between VM i and VM j in KB 

StoScom i , j Amount of Communication between Server i and Server j in KB 

VMonServer  i , j Binary variable indicating whether VM i is placed on Server j or not 

(1 = is placed  , 0 = is not placed) 

isServerUp i Binary variable indicating whether Server i is up or not 

(1 = server is up, 0 = server is not up) 

ServerEC i Energy Consumption of Server i 

SwitchEC i Energy Consumption of Switch i 

 

5.3 Problem Formulation 

Using the notations given in Table 1, the optimization problem is defined as follows: 

“For a given set of datacenter structural parameters (i.e., m, S, ServerCore vector, ServerRam 

vector, and the structure of the datacenter network) and a given set of VM parameters (i.e., n, 

VMCore vector, VMRAM vector, VMtoVMcomm matrix), minimize total datacenter energy 

consumption, covering servers and switches, by assigning each VM to one and only one server 
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while considering the communication delay among the VMs as well as capacity constraints on 

server resources. “ 

Formal equations are listed below:  

Equation (3) designates the objective function which is total energy consumption of all servers 

and switches. Note that in the placement phase (see Fig.  11) we do not compute this equation; our 

algorithms take the servers and racks structure into account when placing the VMs to minimize the 

energy, but the amount of this energy is computed in the evaluation phase, where we run NS2 

simulations for obtaining the communication time of each VM to finally compute the energy 

consumption.   

Our goal is to reduce the amount of energy that servers and switches consume. But we should 

pay attention to some constraints while we are trying to achieve this goal. The first and second 

constraints that are mentioned in (4) and (5) deal with constraints on resources of servers. Equation 

(4) is about number of cores that is available in a server and states that required number of cores of 

VMs that are placed on each server must be less than or equal to available cores of server. Equation 

(5) is similar to (4) but instead of cores count, it focuses on memory volume. Each VM must be 

placed on one and only one server and (6) shows this constraint. 

After placing VMs on servers, the communication volume between servers is calculated by (7) 

and then by using NS2 simulator, the communication time of each VM is calculated in (8). Note that 

the NS2 simulation written as NS2(StoScommk,j) in (8) is not a mathematical model since it involves 

running the simulator and processing its outputs. It merely clarifies the process taken to obtain 

communication time after placement. We also count the number of up servers by (9). Reducing 

energy consumption of servers and switches has a direct relationship with results of (7) and (9). If a 

placement algorithm can reduce the number of up servers and also communication between servers, 

then the energy consumption of datacenter will be reduced consequently.  

Finally, the energy consumption of each server and switch is calculated by (10) and (11). As 

explained above, these two equations are not part of the placement phase but belong to the evaluation 

phase. In these equations we use the power models that are introduced in (1) and (2), as well as 

communication time vector VMComTime which is calculated by NS2 simulator after the placement 
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phase. VMComTime indicates the time of the last packet that is sent or received by a VM. At the end 

of NS2 simulation phase, it reports the sender, receiver, and the time for each packet. Using this 

information, we calculate the VMComTime for each VM as 

 VMComTime = max (send or receive time of all packets that this VM has sent or received). 

CalculateServersEnergy function in (10) works as follows: for each server in each interval, the 

function checks to see how many of the VMs placed on the server are running in the current interval 

based on their total running time (communication time + execution time). After obtaining the number 

of running VMs, the function calculates the utilization of server (U parameter) based on the number of 

cores that are active by these VMs. Finally it calculates the energy consumption of the server in the 

interval by equation (10). It is noteworthy that the server is turned off when all the VMs on it are 

finished. The sum of the energy consumption in each interval gives the total energy consumption of 

server. 

In CalculateSwitchesEnergy function in equation (11),   in order to determine which top of rack 

switches are ON in an interval, the function checks the servers that are connected to each of the 

switches (by using the switch id of servers). Note that if none of the servers are ON (meaning that 

there is no running VM on the servers) then the switch is turned off. However, if one or more servers 

are turned on, the switch is also turned on and its energy consumption contributes to total energy 

consumption of the switches. For layer 2 as well as core switches, the process is the same as above 

except that instead of servers, now the lower layer switches are taken into account to determine on 

and off switches. Note also that the datacenter network topology is considered in this step. It is the 

topology that determines which servers are connected to which top of rack switches as well as the 

connection between different layers of switches. In fact we use (10) and (11) to evaluate our approach 

and compare it with previous ones. 
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(7) 

𝑉𝑀 𝑜𝑚  𝑚  =  𝑆2 (𝑆𝑡𝑜𝑆 𝑜𝑚   )   =  …𝑛      𝑘 𝑗 =  …𝑚 (8) 
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         =  …𝑚  
(9) 

𝑆  𝑣  𝐸   =    𝑆  𝑣  𝑈𝑝  ∗   𝑙 𝑢𝑙 𝑡 𝑆  𝑣   𝐸𝑛  𝑔  (𝑉𝑀 𝑜𝑚  𝑚   𝑃      )   

 =  …𝑚 

(10) 

𝑆𝑤 𝑡  𝐸   =    𝑙 𝑢𝑙 𝑡 𝑆𝑤 𝑡    𝐸𝑛  𝑔 (𝑉𝑀 𝑜𝑚  𝑚   𝑃      )        =  …   (11) 

5.4 Proposed VM Placement Algorithms 

In this section we describe our proposed VM placement algorithms. The above-explained VM 

placement problem is NP-hard, and consequently, we propose a meta-heuristic and a heuristic 

algorithm to solve it. First we introduce our algorithm that is based on the Simulated Annealing 

technique. Then we describe a heuristic algorithm we have designed for the same problem. 

5.4.1 Simulated Annealing Based VM Placement (SABVMP) 

Our Simulated Annealing Based VM Placement (SABVMP) technique takes advantage of the 
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first-fit algorithm in its loop. First-fit consolidates VMs in this way: it puts VMs and servers in two 

queues and starts from the first VM in the VMs queue. Then checks every server from the head of 

servers queue to see if the server has enough resources and the VM can be placed on that server. If all 

the VMs are placed, it terminates successfully, but if there is no suitable server for a VM, it aborts. 

SABVMP iteratively changes the order of VMs in the queue (line 7,Table 2), and then uses first-fit to 

place the VMs from the queue onto the servers (line 8,Table 2), and then calculates total output traffic 

of servers (line 9). It also calculates the amount of traffic between each pair of racks, and multiplies 

this value with a constant representing the cost (time) of communication between those two racks, and 

then adds this amount to the calculated traffic of servers. The reason behind this formula (lines 4 and 

9) is that our experiments show that communication volume among racks has a strong effect on VMs 

communication time.  Note the effect of the topology of the datacenter network in this formula; the 

constant coefficient mentioned above corresponds to the above topology, or in other words, the 

structure of the available connections among racks. In the rest of the algorithm (line 10), if the above 

mentioned amount of total traffic among servers is accepted over previous iterations (line 10), 

algorithm saves this value as the new best value of simulated annealing and chooses the current order 

of VMs in queue as the best one.  

The function Accept in line 10 of algorithm compares the amount of VM communication 

(among servers in one rack as well as among different racks) in the new order of VMs (O`) against the 

old one (O) and determines whether to accept O’ as the new order or not. If O’ reduces the above 

metric, it is always accepted as the new order; but even if it does not, it may still be accepted by a 

probability based on temperature so as to avoid being stuck in local minima. In other words, 

complying with the Simulated Annealing philosophy of operation, although O` is actually worse than 

O, this temporary upward move is accepted hoping that future moves find a better minima.  This 

probability of acceptance reduces with temperature so that at the beginning, larger parts of the design 

space are initially explored, but the moves are mostly downward at later stages near the end of the 

algorithm. By each iteration, the temperature is reduced (line 11) and so does the above probability. 

The algorithm continues until the temperature reaches its lowest value, Tl. The VMs will be placed on 

servers according to the final order of VMs in the queue. Table 2 shows the SABVMP pseudo code. 
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Table 2. Pseudo code of our SABVMP algorithm 

Algorithm 1 – VM Placement with SABVMP 

1.  Set the highest temperature to Th, and the coolest temperature to Tl 

2.  Initialize VMs order in queue ,X 

3.  Do VM placement using first fit 

4.  Calculate total output communication of servers (servers traffic + C * racks traffic) , O 

5.  T= Th 

6.  While temperature is higher than Tl 

7.     Randomly change the order of VMs in queue ,X` 

8.      Do VM placement using first fit algorithm 

9.      Calculate total output communication of servers (servers traffic + C * racks traffic), O` 

10.           if ( Accept(O’,O, temperature) ) then X = X`  and O = O` 

11.    Decrease the temperature T by multiplying it by a constant smaller than one 

12.  End 

 

5.4.2 Communication-Aware VM Placement (CAVMP) 

In terms of processing capacity of physical machines, the pure VM placement problem is 

similar to the bin-packing problem in computational complexity theory where objects of different 

volumes must be packed into a finite number of bins of a certain capacity in a way that minimizes the 

number of bins used. However, our above communication-aware VM placement problem has other 

characteristics, most importantly existence of communication among VMs, which necessitates 

designing new algorithms. Nevertheless, algorithms developed for the basic bin-packing problem can 

still be used in part. Our heuristic algorithm also partially uses the first-fit technique, which is among 

bin-packing algorithms. In this heuristic algorithm we try to find VMs that are in the same group and 

then put them on servers. One of the differences between CAVMP and SABVMP is that unlike 

SABVMP, CAVMP does VM placement only in one pass, and hence, is much faster than SABVMP 

and can be even used online. Table 3 contains the pseudo code of our CAVMP algorithm. CAVMP 

works in this way: it first chooses a VM randomly from the set of VMs (called X in Table 3) and 

inserts it in the queue X` (line 2) and assigns a Group ID to it (line 3). After that, it searches for a VM 

among VMs in X that has the most communication with VMs that are in the X` queue. This new VM 

then is appended to the tail of the X` queue and the same Group ID as the previous one is assigned to 

it. If there is no VM in X that has communication with current VMs in X`, but X still is not empty, it 

indicates that all the VMs in a group have already been detected and the remaining VMs do not 

belong to this group. Thus, the Group ID is increased and again a VM is randomly relocated from X 
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to X`. This process repeats until every VM in X is transferred to the X` queue. At this state, all the 

VMs that are in the same group have been detected and have the same Group ID (lines 4 to 13). Now 

it is time to place the VMs on servers. The placement phase in the CAVMP algorithm has three steps. 

At the first step, the algorithm tries to place all the VMs of a group on a single server, so it checks the 

resource demand of each group against available resources of each server to find a suitable match 

(line 14). After finishing step one, it is expected that some groups are not placed because their 

resource demand is more than available resources of all individual servers. Now it is time for step 

two. In this step CAVMP tries to place the VMs of a group on a single rack. It also tries to place the 

VMs of a group that have more communication with each other on the same server (line 15). The goal 

of this step is first, to avoid communication between racks and second, to reduce the communication 

inside a rack.  Finally at the third step, first-fit algorithm is used to place the remaining VMs in X` 

queue onto servers (line 16). This step is used when the resource demand of a group is more than 

available resource of all individual racks. This may happen when a group is very large and need a lot 

of resources, or when the previous groups of VMs have consumed some part of availed resources of 

racks and consequently, no rack has enough resources left. At this step CAVMP uses a topology-

aware variation of the first-fit algorithm to place the VMs such that the VMs with more 

communication among them are put in the same server, then the same rack, and then the 

topologically-neighbor racks (this is accomplished by selecting the VMs from the head of the above 

queue in which the VMs with more communication are put next to each other). Note that this 

hierarchal placement approach is also the other place where the topology of the datacenter network is 

taken into account; VMs are assigned to servers and racks considering their topological neighborhood. 
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Table 3. Pseudo code of CAVMP algorithm 

Algorithm 2 – VM Placement with CAVMP 

X : initial set of VMs in arbitrary order 

X` : queue that contains final order of VMs 

Group ID : indicates group ID of each VM (It is initialized to zero) 

1.  Select a VM randomly from X and remove it 

2.  Insert this VM in X` 

3. Assign Group ID to this VM 

4.  While X is not empty 

5.       Find the VM in X that has most communication with VMs in X` 

6.       If there is no VM in X that has communication with current VMs in X`  

7.              Choose a VM randomly from X 

8.              Increase Group ID 

9.       End 

10.     Assign Group ID to new VM 

11.     Append  this new VM to the tail of X`  

12.     Remove the selected VM from X 

13. End 

14. Try to place all the VMs of a group on the same server 

15. Try to place the remaining VMs from previous step in the same rack 

16. Finally Use topology-aware first-fit to place remaining VMs in X` on servers 

6. Experimental Results 

In this section we first describe the topology and specification of the datacenter IT equipment, 

and then the benchmarks are described and finally the results of our algorithms are compared to the 

competitors. We compare results of our two algorithms, SABVMP and CAVMP, to three rivals: a 

baseline communication-unaware first-fit algorithm as well as an improved version of the SCAVP 

technique, which we call SCAVP+, where Integer Linear Programming (ILP) is used to find the best 

placement of VMs within racks based on the same criteria that SCAVP uses. Note that SCAVP [65] is 

the most relevant communication-aware VM placement work we are aware of. Another rival 

algorithm with which we compare our algorithms, is the VMFlow approach [64], which is a 

communication aware algorithm as well, and is introduced in the related work section. 

6.1 Datacenter Network Topology 

Three-tier tree topology is a common architecture in today datacenters [70], so we used this 

architecture for evaluation (see Fig.  13); Core switches are at the topmost layer of datacenter 

network. Next level consists of aggregate switches. Finally at the lowest level, the top-of-rack 

switches have been placed and servers are connected to them. We assumed 192 servers for the 
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datacenter where every 24 servers are packed in one rack, so we have eight racks in total, and hence, 

eight top-of-rack switches. There are also four aggregate switches and two core switches in the 

datacenter as shown in Fig.  13. Each top-of-rack switch is connected to two aggregate switches and 

each aggregate switch is connected to both core switches. One Gigabit Ethernet (1GE) links are used 

for connecting servers to top-of-rack switches. All other links between switches are 10GE. 

 

Fig.  13. Three-tier tree topology used in most datacenters and our experiments 

In simulations on synthetic benchmarks, we used servers with 8 cores and 12 GB RAM, and 

obtained the values for power consumption of servers from [71], and for switches from [23]. All other 

values we used for calculating total energy consumption are listed in Table 4. In the real-world 

benchmark, the VM specifications are based on the available online data and are given separately in 

Section 6.2.4. Since top-of-rack switches are different from layer 2 and core switches, power values 

for them are given in different rows in the table. Each switch in our experiments, both in synthetic as 

well as real world benchmarks, has one linecard and each linecard has 24 ports, thus we have 

         =   and        =     
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Table 4. Values used for parameters to calculating energy consumption 

Parameter Value (Watt) 

Pidle 128 

Pmax 247 

Pchassis (top of rack switch) 90 

Plinecard (top of rack switch) 30 

Pr (top of rack switch) 1 

Pchassis (layer 2 and core switches) 520 

Plinecard (layer 2 and core switches) 35 

Pr (layer 2 and core switches) 2 

6.2 Results 

We used two benchmark classes in our work: a set of synthetic benchmarks, as well as two real 

world benchmarks. We also used NS2 version ns-allinone-2.35 in our experiments and Ubuntu 10.04 

was the operating system of machine that we used for simulations. The results are presented and 

discussed below.  

6.2.1 Synthetic Benchmarks 

The first class of experiments is on synthetic benchmark where we generated random values 

for the number of groups, the amount of communication among the VMs in each group, and also for 

the resource demands of the VMs. For producing these random values, the random generator function 

of C++ was used which produces uniformly distributed random values. Different seed values were 

used for each benchmark instance of a certain category of benchmarks when producing the random 

values. Details of these benchmarks are given in Table 5.  

The Pure Runtime field in Table 5 is pure computation time of each VM and does not include 

its communication time which experiments show to be roughly 10 minutes so as to be close to the 30-

minute period assumed for re-executing the placement algorithm—see Section 4.1. We calculate the 

communication time for each VM by the NS2 simulator and then add it to the above pure runtime to 

obtain the actual runtime of each VM. Note that the actual communication time depends on the 

communication pattern as well as placement of VMs, and hence, due to the randomness of the 

benchmarks, it is not possible, nor needed, to more accurately tune them to absolutely total 30 minutes 

of execution time. It is also noteworthy that in all experiments, a homogeneous datacenter is assumed 

so the pure runtime of VMs does not change on different servers. 
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Table 5. Specifications of synthetic base point benchmarks used in the experiments 

Number 

of 

Instances 

Pure 

Runtime 

(min.) 

Number 

of VMs 

Number 

of Groups 

Random values 

Number of 

VMs in each 

Group 

Communication 

between VMs 

(KB) 

Number 

of Cores 

for each 

VM 

Amount of 

RAM for 

each VM 

(GB) 

10 20 100 40 1 to 4 
50,000 to 

100,000 
1 to 4 1 to 3 

 

We assume that the VMs are provided in groups and that the VMs in a group only 

communicate to one another and have no communication with the VMs in other groups. This scenario 

corresponds to most multi-tier implementations of internet-scale services, where machines form 

multiple groups or tiers each of which serves a specific part needed for accomplishment of the overall 

task. Furthermore, in many dynamic environments such as Infrastructure-as-a-Service (IaaS) cases, 

independent services run separately and do not communicate with one another. 

Total energy consumptions of the five algorithms are given in Table 6 for each benchmark as 

well as averaged over all of them. As the table shows, our CAVMP algorithm improves total energy 

consumption from 15.1% up to 21.0% (16.6% on average) compared to the first-fit algorithm, and 

from 5.8% up to 13.0% (9.2% on average) compared to the SCAVP+ algorithm. Compared with 

VMFlow, the CAVMP improves the energy consumption from 5.9% up to 15.1% (10.8% on average). 

One can see from these results that SCAVP+ is more successful than VMFlow in improving energy 

consumption. The cause of better improvements in benchmarks 4, 8 and 9 is that in these benchmarks, 

the amount of communication between VMs is more than other benchmarks. As these numbers are 

randomly generated, in the mentioned benchmarks these numbers are greater than others and 

consequently our algorithms have achieved more improvements in energy consumption.  
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Table 6. Total energy consumption (KWh) comparison of the algorithms on synthetic benchmarks  

  Algorithm 
Benchmarks   

1 2 3 4 5 6 7 8 9 10 Average 

To
ta

l E
n

er
gy

 

C
o

n
su

m
p

ti
o

n
 (

K
W

h
) First-Fit 5.172 5.077 5.107 5.229 5.143 5.11 5.296 5.23 4.963 5.409 5.174 

SCAVP+ 4.632 4.518 4.609 4.975 4.627 4.523 4.986 4.695 4.842 5.101 4.751 

VMFlow 4.950 4.782 4.909 4.942 4.831 4.443 4.948 4.866 4.575 5.104 4.835 

SABVMP 4.505 4.312 4.398 4.457 4.444 4.336 4.628 4.388 4.557 4.834 4.486 

CAVMP 4.338 4.118 4.316 4.434 4.361 4.183 4.484 4.131 4.212 4.552 4.313 

Im
p

ro
ve

m
en

t 
(%

) 

CAVMP vs.  
16.1 18.9 15.5 15.2 15.2 18.1 15.3 21 15.1 15.9 16.6 

First-Fit 

CAVMP vs.  
6.4 8.9 6.3 10.9 5.8 7.5 10.1 12 13 10.8 9.2 

SCAVP+ 

CAVMP vs.  
12.4 13.9 12.1 10.3 9.7 5.9 9.4 15.1 7.9 10.8 10.8 

VMFlow 

 

More details of the experimental results on these benchmarks are given in Table 7 to Table 8. In 

Table 7, breakdown of total power consumption into that of servers and switches is provided. The 

results indicate that CAVMP improves the energy consumption of servers from 10.3% up to 22.3% 

(16.8 % on average) and energy consumption of switches from 15.8% up to 19.6% (17.7% on 

average) compared to first-fit algorithm. Improvement of CAVMP compared to SCAVP+ for energy 

consumption of severs is from 8% up to 15.9% (10.4% on average) and for energy consumption of 

switches is from 0.1% up to 15.7% (5.9% on average). 

Table 8 gives network activity details of the benchmarks after being placed on physical servers 

by the algorithms. The results show that CAVMP reduces number of created packets from 46.2% up 

to 71.7% (55.4% on average) compared to first-fit algorithm, and  from 44.5% up to 71.9% (54.3% on 

average) compared to SCAVP+ algorithm. For average communication time, CAVMP improves it 

from 54.5% up to 80.1% (62.7% on average) compared to first-fit, and from 42.6% up to 75% (55.1% 

on average) compared to SCAVP+ algorithm. The results clearly prove our claims earlier in the paper 

that too simplistic models for communication overhead are inaccurate and mislead prior placement 

algorithms.  

In section 3.3.6 we claimed that paying attention only to communication volume is not enough 

and this factor alone cannot properly show the effectiveness of a VM placement approach. Now here, 

Table 8 demonstrates validity of this claim. As an example consider the results of benchmark 4 in 
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Table 8. In this benchmark SABVMP algorithm produces fewer packets than CAVMP (8306332 vs. 

8852241 packets respectively) while its average communication time is more than CAVMP algorithm 

(6.76s vs. 5.63s respectively). 

 

Table 7. Breakdown of energy consumption of servers and switches for the algorithms 

  

Algorithms 

Energy Consumption of Servers (KWh) 
Energy Consumption of Switches 

(KWh) 
Total Energy Consumption (KWh) 

First-fit SCAVP+ VMFlow SABVMP CAVMP First-fit SCAVP+ VMFlow SABVMP CAVMP First-fit SCAVP+ VMFlow SABVMP CAVMP 

B
e

n
ch

m
ar

ks
 

1 3.589 3.299 3.295 3.173 3.007 1.583 1.333 1.655 1.332 1.331 5.172 4.632 4.950 4.505 4.338 

2 3.454 3.185 3.207 2.983 2.789 1.623 1.333 1.576 1.329 1.329 5.077 4.518 4.782 4.312 4.118 

3 3.485 3.275 3.252 3.066 2.985 1.622 1.334 1.657 1.332 1.331 5.107 4.609 4.909 4.398 4.316 

4 3.605 3.435 3.326 3.125 3.102 1.624 1.54 1.616 1.332 1.332 5.229 4.975 4.942 4.457 4.434 

5 3.561 3.294 3.255 3.113 3.029 1.582 1.333 1.576 1.331 1.332 5.143 4.627 4.831 4.444 4.361 

6 3.487 3.19 3.079 3.005 2.853 1.623 1.333 1.364 1.331 1.33 5.11 4.523 4.443 4.336 4.183 

7 3.672 3.446 3.372 3.295 3.152 1.624 1.54 1.576 1.333 1.332 5.296 4.986 4.948 4.628 4.484 

8 3.607 3.361 3.248 3.056 2.826 1.623 1.334 1.618 1.332 1.305 5.23 4.695 4.866 4.388 4.131 

9 3.341 3.264 3.085 3.102 2.882 1.622 1.578 1.490 1.455 1.33 4.963 4.842 4.575 4.557 4.212 

10 3.785 3.563 3.527 3.418 3.219 1.624 1.538 1.577 1.416 1.333 5.409 5.101 5.104 4.834 4.552 

 

Table 8. The number of packets and average communication time in synthetic benchmarks 

  

Algorithms 

Number of Created Packets 
Average Communication time 

(Minutes) 

First-fit SCAVP+ VMFlow SABVMP CAVMP First-fit SCAVP+ VMFlow SABVMP CAVMP 

B
en

ch
m

ar
ks

 

1 16660024 16334225 12968821 9389696 7315590 12.98 10.63 10.47 8.11 4.92 

2 16202921 16340557 10994352 8249222 4998043 12.82 10.73 9.07 6.71 3.35 

3 16372259 15868397 10511741 10153529 7715610 12.77 10.82 9.32 8.59 5.57 

4 16702210 16344139 12493124 8306332 8852241 13.15 10.78 10.1 6.76 5.63 

5 15979576 15475093 10798503 8224744 6830880 12.95 10.62 8.95 7.35 4.63 

6 17237219 16576796 11677803 8079757 8863314 13.18 10.45 9.28 7.27 6 

7 16343172 16008757 12834956 9653977 7560433 12.88 10.67 9.64 7.87 5.09 

8 14640857 14773285 10408409 6521748 4146000 13.59 10.82 9.25 5.69 2.71 

9 15688719 15191705 11438370 7457326 7630100 12.89 11.28 9.25 7.36 4.73 

10 15935169 15447530 12085616 9145935 8566678 12.78 11.03 9.9 8.01 5.73 
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6.2.2 Analysis of sensitivity to the number of groups 

Each group of VMs represents a service that is providing a service to the users. Assuming that 

the services work independently, no communication happens among different groups whereas the 

VMs in each group may communicate to one another to provide the designated service. The number 

of these groups, or services, can affect the outcome of the placement algorithms. Thus, we designed 

two more sets of experiments to evaluate this effect. Similar to the base point case in previous section, 

each set of experiments consists of 10 benchmarks with random values as in Table 5 produced with 

different seed values; the two sets of experiments contain 30 and 50 groups respectively. 

Comparing the energy saving results of the cases for 30, 40, and 50 groups in Fig.  14, it is 

clearly seen that our technique performs more effectively when the number of groups increases for the 

same number of total VMs. This shows the significance of considering inter-VM communication even 

when placing VMs among servers inside a single rack; our technique considers this issue whereas 

SCAVP (and hence SCAVP+) suffice to only inter-rack communication, and hence, our algorithm 

better packs groups on individual servers to reduce inter-server traffic. 

 

 

Fig.  14. The energy saving of our algorithm improves with the number of VM groups (i.e., the number of services) 
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6.2.3 Analysis of sensitivity to the amount of communication 

The volume of communication among the VMs in each group is another important factor that 

can affect how much energy can be saved by the placement techniques. We conducted another two 

sets of experiments, again with 10 randomly generated benchmarks as before, but with two other 

ranges of communication volume among their VMs: one set with communication in the range of 

5,000 KB to 10,000 KB of communication between each VM pair, and another one with 100,000 KB 

to 200,000 KB communication size. The summary of results is shown in Fig.  15. As expected, when 

there is little communication among servers, no more energy can be saved compared to SCAVP+ 

algorithm since the differentiating factor of our technique is not seen in the benchmark. However, our 

technique shines with higher communication volume among VMs. 

 

Fig.  15. The energy saving of our algorithm improves with the amount of communication among VMs. 

Another interesting observation in this set of experiments is that our saving is marginally, 0.5%, 

below that of SCAVP+ at 5-10 MB communication size range. This is because we applied ILP 

technique in SCAVP+ to improve SCAVP for the purpose of best fitting VMs among servers in a 

rack, and hence, it outperforms our own heuristic CAVMP placement when there is little to no 

communication among VMs. However note that our CAVMP takes only 0.015s to run on an Intel 

Corei3 machine (OS: Windows 7, 4 GB of RAM, CPU frequency: 2.93 GHz) in this case whereas 

SCAVP+ takes two orders of magnitude more time, 3.62s, for the same case Thus, our technique is a 

better choice for online usage even in this case. 

It is noteworthy that in all the experiments we considered the CPU utilization of VMs, not 
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servers, to be zero while communicating and 100% while computing, but the utilization of servers 

depends on the number of VMs placed on them and can be any valid value U.  

6.2.4 Real World Benchmark: Wikipedia servers 

The second class of benchmarks we used is two real world benchmarks obtained from 

Wikipedia servers [72] and other  sources [73-77] which we call RB2 (real-world benchmark 2) from 

now on for ease of reference. The Wikipedia servers are monitored using Ganglia infrastructure which 

provides the information of each server such as memory and CPU usage and the amount of 

communication. In this benchmark, we assumed each physical machine of Wikipedia is a virtual 

machine. Wikipedia actual physical machines are of various types and have different resources; for 

example, one of their machine has12 CPUs with 2.00GHz frequency and its CPU utilization is 5%, 

while another one has 8 cores with 2.66GHz clock frequency and CPU utilization of 9 % [72].Thus, 

we had to convert them to our available cores of VMs to be able to use them in our experiments. 

Consequently, after the conversion we assume that each virtual core of VMs works at full utilization. 

Note that the actual CPU utilization of the physical server depends on the number of VMs assigned to 

that server, and hence the server cores are not necessarily 100% utilized. Each machine belongs to a 

module of the application that is running on Wikipedia servers. We considered each module as a 

group and assumed that each physical machine mainly communicates with other physical machines 

inside that group.  

For each physical machine, Ganglia provides only aggregate input and output traffic volume 

but  does not give the amount of communication between every pair of machines. In order to create 

the communication matrix, that indicates the amount of communication between every two machines 

in each interval, we used the simple gravity model [78]. In this model for calculating the traffic 

between two machines, i and j, the following equation is used: 

      = (𝑜𝑢𝑡 ∗   𝑛 )   ( ∑  𝑛 )  

where, 𝑜𝑢𝑡  is output traffic of physical machine i and  𝑛  is input traffic of physical machine j [64]. It 

is noteworthy that although this model cannot accurately determine actual communication among 

machines since in reality some machines only serve independent requests and do not communicate 
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with other nodes, but due to lack of any further details of communication, there is no more accurate 

alternative and we had to suffice to this model. 

The Wikipedia benchmark has 100 VMs and RB2 has 132 VMs, and the pure runtime (not 

covering communication time) of all the VMs is 600 minutes in Wikipedia benchmark and 300 

minutes in the RB2 one. The number of cores that each VM needs in these benchmarks is more than 

our synthetic ones, so we used bigger servers in simulations of these benchmarks. Here each server 

has 16 cores and 64 GB memory and for the power parameters, we have P_idle=283 W, P_max=388 

W [79]. The power parameters for switches are the same as Table 4. 

First, we describe the Wikipedia benchmark. This benchmark consists of 10 groups and each of 

these groups has its own number of VMs. A variety of resource demands are found in these VMs but 

their most influential difference is the pattern of communication among these VMs. As can be seen in 

Table 9, some groups have little communication inside themselves despite their big size, but some 

other small ones such as 4 and 5 have very high communication. This is important because the energy 

consumption results that are presented later heavily depend on this communication pattern. 

The RB2 benchmark has 19 groups with total 132 VMs. In this benchmark, unlike the previous 

one, we can only see group No. 9 with small size and high communication and it will affect the 

energy consumption that we will see later. 

Table 9. Details of the communication pattern of our real world benchmarks  

Wikimedia benchmarks  RB2 benchmark 

Group 
No. 

Number of 
VMs 

Average amount 
of communication 
between VMs in 

each interval (KB) 

Group 
No. 

Number 
of VMs 

Average amount of 
communication 
between VMs in 

each interval (KB) 

Group 
No. 

Number 
of VMs 

Average amount 
of communication 
between VMs in 

each interval (KB) 

1 37 11,000 1 4 500,000 11 7 700,000 

2 31 12,500 2 15 4,000 12 2 220,000 

3 4 58,000 3 2 50,000 13 15 60,000 

4 4 5,000,000 4 8 5,000 14 6 64,000 

5 4 3,200,000 5 7 25,000 15 16 22,000 

6 4 130,000 6 3 50,000 16 6 400,000 

7 6 10,000 7 4 15,000 17 4 60,000 

8 3 950,000 8 4 14,000 18 16 6,000 

9 3 40,000 9 5 1,000,000 19 4 210,000 

10 4 230,000 10 4 200,000       
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The first parameter to compare is the number of up servers. In the Wikipedia benchmark, 

SCAVP+ and SABVMP algorithms used 31 servers while the first-fit and CAVMP used 32 servers. 

The difference is more in the RB2 benchmark where SCAVP+ uses the least number of servers with 

23 servers, and after that is SABVMP with 24 servers. The third rank in terms of fewer numbers of 

servers is for first-fit with 26 servers and then comes VMFlow with 28 ones. As we expected, here 

again the CAVMP uses the most servers by turning on 37 ones. The reason that in the RB2 

benchmark we see a bigger difference among the number of used servers by various algorithms is the 

very high diversity of VMs in terms of demand for resources; this leads to different results in different 

algorithms depending on how the algorithm decides which server to turn on. Note that CAVMP again 

uses more servers than SCAVP+ since SCAVP+ takes advantage of an efficient bin-packing based 

placement. 

 To assess how much traffic each algorithm transmits, we count the number of transmitted 

packets that are transferred over the network of the datacenter. Fig.  16 shows the number of packets 

that each algorithm transmits. The size of each packet is 8KB. As can be seen, CAVMP transmits 

fewer packets than any other algorithm and significantly improves the number of transmitted packets 

by 77% compared to SCAVP+ and 53% compared to VMFlow in the Wikipedia benchmark. The 

reason for this dramatic decrease in the number of transmitted packets is that CAVMP places all the 

VMs in groups 4, 5 and 8 on the same servers, and since each of these groups have huge 

communication inside themselves; this communication volume is offloaded from the datacenter 

network. In the RB2 benchmark, we can see that the difference between CAVMP and the rival 

algorithms is less than Wikipedia benchmark since groups such as 4, 5 and 8 from Wikipedia do not 

exist in this benchmark. Here the CAVMP decreases the communication volume by 49% and 39% 

compared to SCAVP+ and VMFlow respectively. The number of transmitted packets for SCAVP+ 

and first-fit are close to each other, however since SCAVP+, unlike first-fit, tries to reduce the 

communication among the racks, most of its communication is between servers inside the same rack; 

we will shortly see the effect of it on energy consumption. 



44 

 

 

Fig.  16. Number of packets each algorithm transmits over the datacenter network in real world benchmarks 

Average communication times for VMs in each algorithm are compared in Fig.  17. As the 

figure shows, first-fit performs the most poorly because it is totally communication-unaware. In the 

Wikipedia benchmark, CAVMP shows the best operation and its average VM communication time is 

about 93% less than first-fit, about 92% less than SCAVP+ and 93.5% less than VMFlow. We 

observe that while the amount of communication in VMFlow was less than SCAVP+, the 

communication time is more. This observation perfectly shows the disability of VMFlow to 

simultaneously reduce the communication time as well as communication volume. The VMFlow 

algorithm is partially successful in decreasing the communication volume, but since it does not 

propose an intelligent placement, this reduction does not improve the communication time. For 

example if a group with a lot of inter-VM communication has five members, this algorithm puts four 

of them in a server in a rack and the fifth one in another rack. In such case, while the amount of 

communication between the four VMs is eliminated, the communication between the fifth one and 

others cause all the switches and servers that are involved in the communication to remain ON and 

consume energy. We will provide the experimental results of its effects later.   
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Fig.  17. Average VM communication time in each algorithm in our real world benchmarks 

The downside of concentrating all communication in a few servers is the increase in packet 

drops. Since first-fit distributes communication across the servers, percentage of packets that are 

dropped is less than three others. Other algorithms try to compact the communication and it results in 

more dropped packets. Although the percentage of packet drop in other algorithms is more than first-

fit, it is still marginal. It is observable in Table 10 that while an algorithm tries to compact the traffic 

on fewer servers, the amount of dropped packets increases. Further note that since the network 

protocol used in the experiments is TCP, the dropped packets are retransmitted, and hence, the final 

result returned by NS2 covers this retransmission time as well. 

Now we compare the amount of energy that the placement suggested by each algorithm 

consumes. As mentioned before, in the experiments we only consider the energy that the IT 

equipment (servers and switches) consume in the datacenter but do not take into account the energy 

consumption of other parts such as the cooling system. We calculate the amount of energy that each 

individual switch and server consumes and according to them calculate the total energy consumption. 

Results are depicted in Fig.  18, and full details are given in Table 13.  

As in synthetic benchmarks, we considered full CPU utilization for VMs during run-time and 

zero utilization during communication time; utilization of physical servers is based on the number of 

VMs running on them at each time. For example if all the VMs on a server are solely communicating 

in a specific period, the utilization of that server is then considered zero and the server power 
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consumption is only its idle power. 

 

Fig.  18. Energy consumption of each algorithm under the real world benchmarks 

Table 10. Summary of experimental results for real world benchmarks 

 
Wikimedia Benchmark RB2 Benchmark 

  First-fit SCAVP+ VMFlow SABVMP CAVMP First-fit SCAVP+ VMFlow SABVMP CAVMP 

Number of Up 
servers 

32 31 31 31 32 26 23 28 24 37 

Number of 
transmitted 

packets 

5.1E+09 4.7E+09 2.4E+09 2.2E+09 1.1E+09 1.8E+09 1.8E+09 1.5E+09 1.3E+09 8.9E+08 

Average VM 
communication 
time (minute) 

1015 987 1223.68 563.36 79.32 901.939 777.705 720.03 565.947 258.697 

Packet drop (%) 0.246 0.4263 0.249 0.8163 1.9755 0.027 0.0277 0.0303 0.0383 0.0497 

Servers energy 
consumption 

(KWh) 
504.805 411.061 367.375 239.077 138.99 453.971 362.156 389.164 247.461 164.099 

Switches energy 
consumption 

(KWh) 
445.623 444.099 872.136 374.078 43.8826 635.131 551.286 544.087 487.481 169.17 

Total energy 
consumption 

(KWh) 
950.428 855.16 1239.51 613.156 182.872 1089.1 913.442 933.25 734.942 333.27 

Energy reduction 
compared to 
SCAVP+ (%) 

-11 0 -45 29 79 -19 0 -2 20 64 

 

As a result, CAVMP provides the best placement and reduces the energy consumption by 81% 

compared to first-fit in Wikipedia benchmark and 69% in RB2 benchmark. Comparison of SCAVP+ 
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and CAVMP indicates that CAVMP has better results and can save energy consumption by 79% and 

63% in Wikipedia benchmark and RB2 benchmark respectively compared to SCAVP+. This clearly 

shows the importance of considering inter-VM communication (compare to first-fit), and more 

importantly, the significance of considering the structure of server as well as racks (compared to 

SCAVP+), when placing VMs in order to reduce total energy consumption. 

Please note that the reason for such a big difference between the improvement of synthetic 

benchmarks and real world ones is the huge amount of inter-VM communication in real world 

benchmarks. The higher the inter-VM communication, the better the benefits of our approach. Note 

that if we increase the amount of communication in synthetic benchmarks, the same results as real 

world benchmarks will be obtained 

6.2.5 Algorithm Execution Time 

Table 11 gives execution time of SABVMP and CAVMP algorithms when run on an Intel 

Core i3 2.93GHz machine with 4GB of memory. Execution time of CAVMP is two orders of 

magnitude less than SABVMP. Indeed CAVMP execution time is very low and so it can be 

effectively used as an online algorithm. Due to absence of any pre-processing at the placement time 

(such as grouping the VMs that other algorithms do), First-fit algorithm has the least execution time. 

Table 11. Execution time of algorithms in real world benchmark in seconds 

 First-fit SCAVP VMFlow SABVMP CAVMP 

Ganglia 0.088 s 3.58 s 0.481 s 36.069 s 0.444 s 

 

6.3 Overhead of Re-running VM placement 

In the above experiments we considered a single time interval after placing the VMs, or a semi-

static environment with some constant set of services and VMs, such as the real-world Wikipedia 

servers. However for more dynamic environments such as IaaS cases, in which new services may start 

and current services may terminate from time to time, we run the VM placement algorithm 

periodically as in Fig.  12 and find the new placement based on the new status of VMs. This may 
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impose two overheads that should be assessed here: the overhead of executing the placement 

algorithm, and the overhead of migrating VMs among servers if needed. The execution time of our 

online algorithm, CAVMP, is negligible (as detailed above and quantified in Table 11), and hence, it 

has virtually no overhead. The newly run placement algorithm may decide a new place for a number 

of existing VMs to improve energy consumption in the new interval, and hence, these VMs should be 

live migrated to other servers. Thus, it is important to evaluate the energy and time overhead of these 

migrations. The actual number of migrations depends on the actual case and the number and 

communication pattern of newly arrived VMs as well as that of finished ones. We provide a worst-

case analysis here to show the overhead is negligible even if all VMs have to undergo a live migration 

at the beginning of the new interval.  

The required time to do a live migration can be calculated as the VM’s size of memory divided 

by available network bandwidth [80]. This is because the data and images of VMs are usually stored 

on a Network Attached Storage (NAS) so there is no need to move them among servers [80]. 

Considering n VMs with M GB of memory each (worst case in Table 5), n.M GB should be moved 

among m servers which provide m Gbps bandwidth assuming 1Gbps Ethernet links. Thus, it takes 

8Mn/m seconds to migrate all n VMs. In other words, for the values in synthetic benchmarks as in 

Table 5, it takes around 83100/30=80 seconds to do all migrations if in the worst case all VMs 

were decided to be moved. This represents worst case overhead of negligibly 4.4% if the re-placement 

interval is 30 minutes as assumed in Section 4.1. We repeat that deciding the optimal interval for VM 

re-placement is an interesting objective that we intend to explore as a future direction for further 

research. 

7. Conclusion and Future Work 

Datacenters’ voracious appetite for energy has motivated researchers around the globe to find 

techniques and mechanisms for quenching it. Cooling system and IT equipment are of paramount 

importance regarding energy consumption in datacenters. IT equipment itself can be split into 

computing resources and communication resources. The focal point of this chapter is energy 

efficiency of networking equipment in datacenters. The chapter has surveyed and categorized various 
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approaches in this area and tried to present them in a clear picture. Finally, a new approach by the 

authors of chapter is illustrated that tries to reduce the energy consumption of datacenters by 

considering communication among the VMs. 

In the following, we indicate some future directions regarding reducing usage of equipment 

which is the main concern of this chapter. In the VDC placement, one important challenge that needs 

to be addressed is the resource fragmentation. The current approaches just consider the directly 

connected nodes instead of the whole topology of physical infrastructure. So, the resource fragment 

problems are inevitable in current state. Further research in this area and trying to investigate the 

network topology can lead to better placement and better use of resources. 

Regarding hypervisor enhancement, one future direction can be considering multi-core systems 

instead of single core ones. Simplifying the problem of resource scheduling among guest domains to 

cases where there is just one physical core can’t satisfy the modern systems with several cores. 

Combining software solutions such as aggregating flows with hardware advances like multiqueues 

devices can further improve the network performance of virtualized systems. So, it can be another 

direction for future research in the scope of hypervisor enhancement. Finally, making the network I/O 

virtualization approaches adaptive to heterogeneous workloads can be another avenue for subsequent 

researches.  

New topologies that try to enhance the network performance in datacenters need more 

attention. Although some routing algorithms are proposed for them, there is still space for proposing 

more efficient and practical routing algorithms. Various aspects of these newly proposed architectures 

such as bisection bandwidth or their incremental nature need more investigations. There are also 

opportunities for designing new architectures based on servers that have more than two NICs. 

Considering the heterogeneous network equipment and try to utilize them in an efficient way by 

traffic engineering and co-location different flows can be a direction for future researches. Some of 

the current approaches just consider the state of switches (being ON/OFF) or their active time. 

However, the bit rate of ports as well as the number of used/unused ports of switch also can affect the 

decision making in traffic engineering and bring some valuable opportunities for energy saving. 
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Also, there are a number of avenues of research we propose to follow as future directions 

regarding our approach and other communication aware consolidation approaches. One open 

challenge in this work is to find the optimal solution of the problem. To reach this goal it is necessary 

to involve an estimation of network communication time in the placement phase. Results of NS2 

simulation cannot be directly used here since the execution time of each NS2 simulation is very high 

(up to several hours). Finding a way to estimate the communication time without needing NS2 

simulations per iteration is necessary here. 

Finally, considering and evaluating the effects of other datacenter structural features such as 

cooling structure and thermal effects (e.g. rack-based vs. row-based vs. room-based cooling), network 

topologies, power distribution mechanisms (e.g. modular distributed UPS vs. centralized UPS), as 

well as application behaviors (e.g. burst network usage in cases such as shuffling phase of 

MapReduce jobs) and their effects and interaction with VM placement are other interesting questions 

to seek answers for. 
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