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Abstract. There has been an upward trend of fake news propagation on social
media. To solve the fake news propagation problem, it is crucial to understand
which media posts (e.g., tweets) cause fake news to disseminate widely, and further
what lexicons inside a tweet play essential roles for the propagation. However, only
modeling the correlation between social media posts and dissemination will find a
spurious relationship between them, provide imprecise dissemination prediction,
and incorrect important lexicons identification because it did not eliminate the
effect of the confounder variable. Additionally, existing causal inference models
cannot handle numerical and textual covariates simultaneously. Thus, we propose
a novel causal inference model that combines the textual and numerical covariates
through soft-prompt learning, and removes irrelevant information from the co-
variates by conditional treatment generation toward learning effective confounder
representation. Then, the model identifies critical lexicons through a post-hoc
explanation method. Our model achieves the best performance against baseline
methods on two fake news benchmark datasets in terms of dissemination prediction
and important lexicon identification related to the dissemination. The code is
available at https://github.com/bigheiniu/CausalFakeNews.
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1 Introduction

People often create various news related posts on social media platforms (e.g., sports,
politics and finance), and the posts are shared by their friends or influencers, and are
re-shared by other users as illustrated in Fig. 1(a). Some posts start a viral “chain
reaction” [11], which amplifies the influence of the news. Fake news get the same benefit,
and some users intentionally or unintentionally rephrase and summarize the fake news
content to encourage other users to share them via social networks.

To increase the dissemination of a news post/tweet (e.g., number of retweets), posters
may create the posts more clickbait [18], and use fewer jargon words [32] in them.
However, these insights are mainly based on observations or statistical correlations
between social media posts and corresponding quantity of engagements, and sometimes
these insights may fail [18]. For example, news topics affect the posters’ writing style and
tendency to share [1]. Posts created by posters, who have many followers, intrinsically
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receive more share than ones who have fewer followers [33]. Thus, merely capturing the
correlation between observed properties and dissemination of a given news post is a less
robust estimation, and limits finding meaningful patterns/true causes
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Fig. 1: (a) Overview of fake/real news dissemination on social media. A tweet author
u imports news x from external websites and writes a tweet t to attract other Twitter
users to disseminate y. (b) The causal graph contains hidden confounder 𝐶, noise 𝜖 ,
retweet status label y, and observed covariates 𝑍 , which consist of news content x, tweet
author’s profile information (a, d) and tweet content t. (c) The pipeline of identifying the
important tweets’ lexicon which causes fake/real news get disseminated.

To overcome the aforementioned limitations and understand news dissemination via
social media (e.g. Twitter), we aim to answer the following research questions: RQ1.
which news tweet3 will receive more retweets? and RQ2. what textual features (lexicons)
given a tweet corpus play decisive roles for the news dissemination via social networks?
To answer RQ1., we build a structural causal model (SCM) [19] as shown in Fig. 1(b) to
model the causal relationship between news tweet and its dissemination (i.e., number of
retweets). The SCM contains a hidden confounder 𝐶 that influences both the probability
of receiving treatment 𝑇 (tweet) and outcome 𝑌 (a level of retweets). In particular, we go
beyond correlation prediction 𝑃(𝑌 |𝑇 = t) and propose to use 𝑃(𝑌 |𝑑𝑜(𝑇 = t)). By using
do-operation, SCM can reduce the spurious correlations caused by confounder 𝐶 (e.g.
news topic) in news tweet dissemination prediction 𝑌 , leading to unbiased prediction.
Since we do not have direct access to hidden confounder 𝐶, we adapt the idea of proximal
variables [16, 15]. We assume an approximate measurement can model 𝐶, given the
observed covariates 𝑍 , including news content and tweet poster’s personal information.
To answer RQ2., we follow the previous work [7] by utilizing a post-hoc explanation
method to interpret our model’s prediction. The whole procedure is illustrated in Fig. 1(c).

Existing works of causal inference on text still cannot completely answer RQ1.. They
can only handle either numerical [24, 29, 25] or textual [7, 23] covariates instead of both
simultaneously. Other previous works [6, 18] extracted latent properties (e.g. sentiment)
from the text and treated these properties as the treatment. Usually, the latent properties
are binary or continuous scalar values. This approximation would not only propagate the
error from the property extraction model to the causal inference model, but also cannot
answer which specific post/tweet causes the fake/real news dissemination on social media.
Although existing works [24, 25, 7] can model high-dimensional textual treatment, they
mainly relied on the multi-layer perception (MLP) for modeling the causal relationship.

3 A news tweet means a tweet mentions a certain news.
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For both high-dimensional confounder and treatment, the MLP lacks the scalability,
expressiveness and generalizability [5].

Thus, we propose a novel causal inference model based on the transformer model [34].
To represent multimodal covariates, our model adopts the soft prompt learning [14] to
align the numerical and textual features. To represent high-dimensional textual treatment,
the proposed model takes the treatment’s raw text as input. The cross-attention inside the
transformer naturally provides a way to capture the complex relationship between the
high-dimensional confounder and treatment. Besides, we propose a two-stage training
strategy to better model the dependency among covariates, confounder, treatment, and
outcome. The two-stage training strategy consists of (i) conditional treatment generation
and (ii) outcome inference. We evaluate effectiveness of our model in terms of robustness
and explainability in two fake news benchmark datasets.

In short, this work has the following contributions: i) We propose a causal inference
model that handles multimodal covariates and textual treatments, and estimates the
outcome robustly; ii) We unbiasedly understand which lexicons inside tweets boost
fake/real news dissemination on social media; iii) Our model achieves the best quantitative
and qualitative results on the benchmark datasets. Experiments include the adjustment of
different data distributions and interpreted lexicon explanation evaluation.

2 Problem Definition

Notation. Let boldface lowercase letter denote a vector or a sequence of words (e.g., x),
and boldface uppercase letter represent the matrix (e.g., X), italic uppercase letter denote
a causal inference variable (e.g., 𝑇), italic lowercase letter denote a word (e.g., 𝑤), and a
calligraphic font represent a vocabulary set (e.g., V). Let X = {x𝑖} |X |

𝑖=1 denote a corpus of
news contents. For each news content x𝑖 , there are T𝑖 = {t𝑖

𝑗
} |T𝑖 |
𝑗=1 tweets that mention the

news x𝑖 . An author of the tweet t𝑖
𝑗

is u𝑖
𝑗
, and her profile consists of numerical attributes

a𝑖
𝑗

and personal textual description d𝑖
𝑗
. It should be noticed that each of x𝑖 , t𝑖

𝑗
and d𝑖

𝑗
is a

sequence of words {𝑤𝑘} | | · | |𝑘=1. Each tweet t𝑖
𝑗

is associated with a discrete 𝑦𝑖
𝑗

retweet status
(i.e., assigning each tweet to a class/bin based on the number of retweets). To answer the
aforementioned two research questions in Sec. 1, we conduct the following studies:
• Predict tweets causing fake/real news dissemination. We aim to learn the causal

relation 𝑃(𝑌 |𝑑𝑜(𝑇 = t)) as shown in Fig. 1(b), where𝑌 is the outcome, 𝑇 is treatment.
For more information about do-operation, please check Sec. 3.1.

• Understand syntax playing decisive roles. Then, we identify 𝐾 important words
{𝑤𝑘}𝐾𝑘=1 ⊆ Vt that most significantly influence news tweets T dissemination. Here,
Vt is a vocabulary set of tweets.

3 Our Framework

Our proposed framework is designed based on a well-known sequence-to-sequence
(seq2seq) model, BART [13], as shown in Fig. 2. In the following subsections, we will
firstly introduce the preliminary knowledge. We then propose a two-stage training strategy
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Fig. 2: The illustration of our model. The covariates (news content and the tweet author’s
profile) are input into the encoder and the treatment (tweet) is input into the decoder.
The whole training process contains two stages. The first stage is to learn the hidden
confounder’s representation through conditional text generation. The second stage is to
classify a level of news tweet dissemination by text classification.

to better capture the causal dependency showed in Fig 1(b). Lastly, we will discuss our
approach for learning multimodal covariates embedding.

3.1 Preliminary

Do-Notation (𝑃(𝑌 |𝑑𝑜(𝑇 = t))) [19] is different from conditional correlation 𝑃(𝑌 |𝑇 = t),
which is based on the sub-population of the dataset. The Do-Notation will change the
data distribution by making intervention [9], even if the sub-population is unseen in the
collected data. For example, in the collected data, if users whose followers are greater
than 10 never posting t, the 𝑃(𝑌 |𝑇 = t) cannot answer what-if this group of users have
tweeted 𝑡, how many retweets they will receive. But 𝑃(𝑌 |𝑑𝑜(𝑇 = t)) will model all groups
of users including follower greater than 10 have posted t. The observation/collected
data often lacks this intervention. To estimate 𝑃(𝑌 |𝑑𝑜(𝑇 = t)), it often requires the
model to block all the incoming paths to the treatment (𝐶 → 𝑇 as shown in Fig. 1(b)).
This incoming path blocking can be modeled as conditioning on the confounder 𝐶:
𝑃(𝑌 |𝑑𝑜(𝑇 = t)) =

∫
𝐶
𝑃(𝑌 |𝑇 = t, 𝐶 = c)𝑃(𝐶 = c)𝑑c.

BART [13] is a denoising transformer-based language model. Both encoder and decoder
of BART are stacked with the Transformer blocks. Each block contains a self-attention
layer to interact with and aggregate the information from either the encoder or decoder:
𝑆𝑒𝑙 𝑓 − 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(Q,K,V) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥(QK⊤

√
𝑑𝑘

V). But the decoder has an additional cross
attention layer, where Q = Q𝑑𝑒𝑐, K = K𝑒𝑛𝑐, V = V𝑒𝑛𝑐. This difference allows us to
use different inputs (see Sec. 3.3) for the encoder (multimodal covariates as input) and
decoder (treatment as input) for better feature interaction modeling.

3.2 Causal Feature Representation Learning

We aim to learn the causal relation 𝑃(𝑌 |𝑑𝑜(𝑇 = t)) to predict how dissemination
(𝑌 ) would be changed if a tweet (𝑇) had been written differently about the same
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news by the same author (𝑍). Based on the backdoor criterion [19] and the causal
graph Fig. 1(b), we can predict each tweet’s dissemination status by 𝑃(𝑌 |𝑇 = t, 𝑍) =∫
𝐶
𝑃(𝑌 |𝑇, 𝐶)𝑃(𝐶 |𝑍)𝑑𝐶. As the encoder is a deterministic function, given covariates

𝑍 = z, we have 𝑃(𝐶 = c|𝑍 = z) = 1 if c = 𝑒𝑛𝑐(z), and 𝑃(𝐶 = c|𝑍 = z) = 0 if c
takes other values. This implies 𝑃(𝑌 |𝑇, 𝑍 = z) = 𝑃(𝑌 |𝑇, 𝐶 = 𝑒𝑛𝑐(z)). We separate the
modeling of 𝑃(𝑌 |𝑇, 𝐶 = 𝑒𝑛𝑐(z)) into two stages and optimize them sequentially.
Stage 1: Conditional Treatment Generation. As the approximation of confounder
𝐶, the covariates 𝑍 may contain irrelevant noise to the treatment 𝑇 . To partial out the
noise and learn better confounder representation, we design a new task - conditional text
generation, generating the treatment tweets 𝑇 conditioned on covariates 𝑍 . We consider
the following conditional text generation model 𝑃(𝑇 |𝑍) =

∫
𝐶
𝑃(𝑇 |𝐶)𝑃(𝐶 |𝑍)𝑑𝐶. Based

on the previous discussion, we can have 𝑃(𝑇 |𝑍 = z) = 𝑃(𝑇 |𝐶 = 𝑒𝑛𝑐(z)). Our model
takes the embedding of multimodal covariates formalized in Sec. 3.3 and outputs the
treatment words 𝑇 autogressively as follows:

𝑃(𝑤1, · · · , 𝑤 |t𝑖
𝑗
| | 𝑧 = (x, d, a)) =

���t𝑖𝑗 ���∏
𝑘=1

𝑃(𝑤𝑘 |𝐶 = 𝑒𝑛𝑐(𝑧),w<𝑘) (1)

where 𝑤<𝑘 is a sequence of previously generated 𝑘 − 1 tokens.
Stage 2: Outcome Inference. Inspired by previous works [29, 23, 25, 7], to avoid the
underrepresentation of treatment, we separate the location of input of covariates and
treatment. The previous works do the outcome inference by assigning confounder’s hidden
representation into different MLPs [29, 23] or boosting the outcome prediction from
confounder to treatment [25, 7]. Instead, in this work, the encoder takes the embedding of
covariates as input, while the decoder takes treatment/tweet embedding as input. These
isolated inputs for the encoder and decoder bring well-discriminated representation
learning for confounder and treatment [36].

After that, we add a MLP 𝑓 to the seq2seq model to predict outcome based on the
interacted representation of treatment and covariates. Specifically, we take the hidden
representation of ⟨/𝑠⟩ token, h⟨/𝑠⟩ , from treatment to predict outcome (i.e., a level of
tweet dissemination). Usually, the ⟨/𝑠⟩ is appended to the end of treatment. Overall, the
objective function for outcome inference is:

𝐿𝑜𝑢𝑡𝑐𝑜𝑚𝑒 = E
[
𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦

(
𝑦𝑖𝑗 , 𝑓 (h⟨/𝑠⟩)

)]
(2)

3.3 Multimodal Covariates Embedding

To better learn representation of the hidden confounder 𝐶, we consider as many observed
covariates as possible. In particular, besides the news content, we also consider a
tweet author’s personal information. Previous researches [33, 21] found that the number
of followers and friends, status, lists, and user’s verification status influenced the
retweetability. Thus, our covariates consist of textual news content x, personal description
d, and numerical attribute information a (i.e., verified status, and number of tweets,
followers count, friends count and number of lists).

However, BART [13] is pre-trained on text only but not the tweet author’s numerical
data. To fill the gap between the pre-training and our downstream fine-tuning, in our
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framework, we utilize the soft-prompt [14] to align the modality. It wraps the input
with unique tokens. These unique tokens do not need to be included in the vocabulary,
and their embeddings are learned from scratch. During the training process, they will
gradually capture the modality information. This setting will provide more flexibility
and better coverage than actual tokens [26, 12]. Specifically, the input of our encoder is:[

e</𝑠>, e</𝑠1>, ha𝑖
𝑗
, e</𝑠1>, e<𝑠2>, e(d𝑖𝑗 ), e</𝑠2>, e(x𝑖), e</𝑠>

]
(3)

where {e·} are the soft-prompts to wrap different inputs; ha𝑖
𝑗

is the hidden vector of
numerical features. e(d𝑖

𝑗
) and e(x𝑖) are the word embeddings for the tweet author’s

personal description, and news content, respectively.

4 Experiment

In this section, we answer the following research questions. RQ 1.1. How accurately
can our model estimate a level of news tweet dissemination (i.e., predict the class/bin
of the number of retweet given the news tweet)? RQ 1.2. What contribution does each
observed covariate make for learning representation of the hidden confounder? RQ 2.
What is the effectiveness of the identified words {𝑤𝑘}𝐾𝑘=1 from the tweets T in terms of
boosting the news dissemination?

4.1 Evaluation Datasets

We use two fake news benchmark datasets from FakeNewsNet [30]: (1) PolitiFact and
(2) GossipCop. They contain news content, veracity labels (fake vs. real), and social
context tweets (tweets mention the news). The statistical information of the tweets is
listed in Table. 1. Since most of the tweets received zero or one retweet, we group
the tweets based on their corresponding # 𝑜 𝑓 𝑟𝑒𝑡𝑤𝑒𝑒𝑡𝑠 into binary (|𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | = 0
and |𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | > 0), ternary (|𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | = 0, |𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | = 1 and |𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | > 1), and
quaternary (|𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | = 0, |𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | = 1, 1 < |𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | <= 10 and |𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | > 10)
classes as the ground truth. For example, in the ternary setting, class 0 is a tweet receiving
0 retweet, class 1 is a tweet receiving one retweet, and class 2, the most viral class, is a
tweet receiving more than one retweet.

Dataset Veracity News Tweets Retweets

PolitiFact Real 335 16,376 35,586
Fake 247 11,975 27,627

GossipCop Real 13,601 563,056 218,760
Fake 4,111 101,910 225,447

Table 1: Basic statistics of Fake-
NewsNet [30].

These three different settings can help evaluate
the robustness of the proposed model. Because
fake news inherently received more retweets than
real news [35], we train and evaluate two different
models – one for fake news and the other one
for real news. We split each dataset into training,
validation, and test sets by a ratio of 70%:10%:20%
based on the number of tweets. To evaluate the
model’s robustness, we follow the previous work [4] by creating biased data distributions
for the training and validation sets, and unbiased distribution for test set. Because of
transportability and omitted spurious dependency from the confounder [20, 4] a causal
model is expected to be more robust to distribution shift than non-causal model. We
repeat the experiment for five times and report the averaged results.
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4.2 Experiment Setting

Baseline Methods. Since there is no prior work that involves learning the hidden
confounder from textual and numerical data and taking the textual data as the treatment,
we mainly focus on four variations of our model and one causal inference work as
baseline methods. To prove the effectiveness of the SCM mentioned in Fig 1(b), we
discard covariates (w/o 𝑍) and treatment (w/o 𝑇) of our model. Secondly, to understand
the effectiveness of the treatment generation in the hidden confounder representation
learning, we consider the following two variations without the first stage. The Con. w/o
seq2seq concatenates the observed covariates and treatment as input for both encoder and
decoder while w/o seq2seq isolates the inputs for encoder and decoder like our model.
All the variation-based baseline methods will only minimize the objective function of
the outcome inference which is the main task. Besides, we customize an existing causal
inference model, DeepResidual (DR) [7, 22], to handle the textual and numerical data.
Different from our model, DR models the causal dependency through boosting. It firstly
estimates the outcome relying on only the confounder and then takes the concatenation
of the predicted probability and treatment’s representation to conduct the outcome
prediction. In Tables 2 and 3, each cell contains two performance numbers, for fake and
real news data respectively. For example, 75.02/74.78 of our model under the binary
setting in Table 2 mean the accuracy (ACC) for fake news and real news test sets on
PolitiFact, respectively. The best performance is bold and the second-best is underlined.
Implementation Details. We utilize the BART-base [13] as our main module for feature
representation learning and outcome inference. For a fair comparison, the DR takes the
confounder as input for the encoder and treatment for the decoder like our model and w/o
seq2seq. The learning rate for conditional text generation is set to 1𝑒 − 5, the learning
rate for outcome prediction’s seq2seq module is selected from [1𝑒 − 5, 1𝑒 − 6, 0], and
the learning rate for the prediction head is selected from [1𝑒 − 4, 1𝑒 − 5, 1𝑒 − 3] by the
grid search. Because the size of the GossipCop dataset is larger than the PolitiFact, the
number of training epochs for the first stage is set to 3 and 5 in GossipCop and PolitiFact,
respectively. We report the test results based on the best validation results.

4.3 Main Results

RQ1.1 : Unbiased Dissemination Estimation. As the results showed on Table. 2, we
firstly observe that incomplete causal dependency-based baselines (i.e., w/o 𝑇 and w/o
𝑍) achieve worse performance than the complete causal dependency-based baselines (i.e.,
Con. w/o seq2seq, w/o seq2seq and DR). Secondly, our model after the conditional
treatment generation shows better performance than w/o seq2seq and Con. w/o
seq2seq. This indicates the importance of learning hidden confounder by capturing
the relationship between the covariates and treatment. Thirdly, isolating the input for
encoder and decoder only contributes when combined with the Treatment Generation.
This is observed because w/o seq2seq shows competitive average rank compared with
Con w/o seq2seq. Fourthly, overall our model shows the best performance compared
with all the baselines across three experiment settings. This indicates our model can
learn better confounder feature representation and provide robust outcome prediction by
overcoming the challenge of data distribution shifting between the training and test sets.
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Models Binary Ternary Quaternary
ACC(%) micro-AUC(%) ACC(%) micro-AUC(%) ACC(%) micro-AUC(%)

PolitiFact

DR 70.59/71.15 82.99/80.78 57.62/65.71 73.69/83.18 60.98/60.99 85.59/84.96
w/o 𝑇 70.97/73.61 79.79/81.58 66.62/63.92 83.12/77.42 60.93/60.09 85.46/84.82
w/o 𝑍 70.55/72.12 80.06/81.58 68.72/65.08 83.33/79.59 60.25/59.40 84.77/84.37

Con. w/o seq2seq 71.30/73.82 79.87/82.59 69.42/67.16 83.22/80.88 60.19/60.79 84.91/85.01
w/o seq2seq 74.46/70.38 82.37/80.29 69.76/63.59 84.13/79.37 60.59/60.35 84.86/84.91

Our model 75.02/74.78 83.17/82.61 72.08/67.49 85.24/82.18 63.35/62.69 85.52/86.02

GossipCop

DR 75.89/89.28 74.88/94.10 74.66/86.12 85.89/97.25 74.60/84.38 91.91/96.41
w/o T 74.49/85.98 74.76/94.08 72.10/84.10 82.64/94.04 67.07/84.05 88.97/94.48
w/o C 73.80/84.83 76.88/92.76 71.70/84.20 84.32/96.59 71.03/84.59 90.35/96.07

Con. w/o seq2seq 74.65/87.56 73.95/93.23 73.10/83.99 83.82/94.57 72.14/85.34 90.86/95.64
w/o seq2seq 74.11/88.02 74.55/93.26 73.17/84.22 86.27/88.23 72.77/85.60 91.43/96.29

Our model 76.01/92.44 79.22/94.83 74.17/87.73 86.30/96.83 74.83/86.46 92.06/96.94

Table 2: News tweet dissemination prediction on PolitiFact and GossipCop datasets with
handling the distribution difference between the training and test sets.
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Fig. 3: Ablation study of covariates for fake
and real news on PolitiFact and GossipCop
datasets. A lower value (“rank”) is better.

RQ1.2: Contribution of Different Co-
variates. This ablation study ablates sev-
eral components of the tweet author’s
profile, such as personal text descrip-
tion (named as w/o pers. descr.), per-
sonal numerical attributes (w/o pers.
ATT), and all the profile information (w/o
pers.). As shown in Fig. 3, our model
achieves the best performance in the av-
erage rank of accuracy and micro-AUC.
This indicates that learning the hidden con-
founder’s representation from the tweet
author’s profile has positive contributions.
Besides, we can observe that the user’s
both personal textual description and nu-
merical attributes have positive contribu-
tions to the social engagements prediction
(Avg. Rank w/o pers. descr. and w/o
pers. descr. < w/o pers.).

So far, we have discussed three different label settings. From now on, we will focus
on the binary and quaternary settings due to limited space.

4.4 Lexicons Boosting Dissemination

To understand the key syntax of tweets causing news dissemination (RQ2.), we need
to interpret the causal inference model. Since our model itself is not interpretable4, we
utilize the model-agnostic explanation method - LIME [27] to do the model interpretation.
LIME will create many counterfactual tweets and fit a locally-linear model based on the

4 We leave the syntax self-interpreted causal inference model as our future work.
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pairs of counterfactual tweets and their unbiased retweet status prediction. It should be
noticed that the unbiased prediction is from our model’s output. In this experiment, we
only generate counterfactual examples on the tweet content (treatment) and keep the
news content and tweet author’s profile (covariates) static. Since the baseline method
w/o T did not utilize the treatment, it is impossible to make an intervention on the
treatment tweet. Therefore, we discard w/o T in the following evaluations. To measure
the effectiveness of our model with LIME in identifying words for the news dissemination,
we provide quantitative and qualitative analysis. Due to the high computation costs for
LIME, we follow the previous work [3], randomly sampling 500 instances from test sets.
Quantitative Evaluation. A well-trained model can capture the important information,
and thus provide a more meaningful explanation compared with a poorly trained model
under the same explanation method [28]. We use area over the perturbation (AOPC)
score [28, 17] as an evaluation metric. It will calculate the average prediction probability
change when deleting the top-L words from LIME [3]. A higher AOPC score is preferred.
Table. 3 shows the results under binary and quaternary settings. Our model shows
significant AOPC score improvement over all baseline methods. This indicates our model
can provide more important/interpretable words.

PolitiFact Binary Quaternary

DR 0.67/-0.60 0.94/1.21
w/o 𝑍 0.26/0.10 2.11/1.48

Con. w/o seq2seq 0.13/0.99 3.19/2.28
w/o seq2seq 0.32/-0.60 6.57/6.11

Our model 5.10/3.53 9.88/9.97

GossipCop Binary Quaternary

DR 0.35/-0.60 0.98/0.50
Con. w/o seq2seq -1.25/1.04 0.66/2.92
w/o seq2seq 0.37/1.84 0.43/0.01
w/o seq2seq 0.58/2.03 0.98/4.12

Our model 1.04/2.03 1.45/8.47

Table 3: AOPC [28] score(‰)
for LIME in interpreting coun-
terfactual outcome inference.

Qualitative Analysis. In Table. 4, we list the Top-
30 salient words. These words are ranked by average
LIME weights and filtered by their TF-IDF scores. Due
to different retweet count distribution between fake
and real news, given two different causal inference
models for fake and real news, we report these Top-
30 salient words for both of them, separately. Since
our goal is to understand what syntax boosts news
dissemination the most, we only focus the |𝑟𝑒𝑤𝑒𝑒𝑡𝑠 | >
10 under the quaternary setting. In fake news tweets,
there exists announcement words such as “revealed” and
“claim”. PolitiFact contains the sequential connectives
like “until” and “then”. It could indicate that the fake
news tweets have similar writing style with real news to
cause more dissemination [31]. Besides, we observe the emotional words like “hating”,
“bullshit” in PolitiFact and “trouble”, “death”, “jealous”, “happy” in GossipCop. These
words drive audiences’ emotions and encourage them to engage [10]. In real news tweets,
we observe referenced words (e.g., “call”, “posted”, “approve”, “info”) play important
roles in both datasets. These words will evoke users’ curiosity to share [10]. Besides,
these real news tweets contain many time-relevant words such as “year” and “week”.
This finding indicates the use of more precise instruction strategy in real news tweets.
Lastly, in GossipCop, there are many degree adverbs (e.g., words like “very”, “really”
and “super”). These degree words make the speakers’ utterance expressive [8], which
may receive more retweets.

We also provide a fake news tweet5 (shown in Table. 5) to understand the context
information of the salient word. The less retweeted tweet were very similar to the most

5 Due to space limit, we only report the fake news’ tweets.
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PolitiFact GossipCop

Fake revealed, emoji, hashtag, engages, doing, center,
stands, goals, joining, flag, claims, until, loyalty,
claim, really, then, crap, that, video, aside, be-
trayal, pleas, hating, normal, bullshit, protesters,
honor, private, has, right

these, thanks, children, director, very, hired, paid,
separate, year, contributed, scale, fifth, with, said,
happy, confusing, between, picture, hashtag, an-
nounced, ice, jealous, until, detective, mystery,
situation, trouble,complicated, death, bus

Real emoji, station, attack, info, hashtag, programme,
approve, lapse, posted, audio, space, advisor,
climate, globe, hideaway, cancel, nite, cannabis,
week, quot, dedicada, uncooperative, blaring,
call, via, morphing, easily, here, soon, year

peaceful, design, why, reports, emoji, toughness,
pic, already, hashtag, tribute, premiere, disagree,
fight, knows, reluctantly, pieces, had, kill, myself,
confirms, moment, are, been, star, victory, match,
super, really, that, his

Table 4: Top-30 salient words for the tweets’ dissemination prediction.

retweeted tweet except the missing of identified salient word. This confirms that the
importance of these salient words to cause fake/real news tweets get disseminated.

Retweet Fake-PolitiFact, Keyword: “claim” Fake-GossipCop, Keyword: “reveal”

Most Dying 78 year old cia agent admits to killing
marilyn monroe claims he carried out 37.

AQUAMAN Movie reveal First Look at
Nicole Kidman as Atlanna

Less Dying 78 year old cia agent admits to killing
marilyn monroe

Nicole Kidman was pelted with rocks while
filming new flick Aquaman.

Table 5: Examples of the most and least retweeted tweets of fake news. The most retweeted
tweets contain salient words identified via LIME from our model.

5 Related Work
User Engagements on News. Social media platforms provide a new way for news
organizations to distribute content and receive feedback from the users through user
engagement [1]. Many works try to predict the user engagements based on the news
content and users’ reactions [18]. Although they have achieved excellent performance
in the prediction, they did not tackle the causal relationships between the social media
posts and user engagements. The most similar work is [18], which estimated the causal
effects of tweets’ editing styles on boosting users’ engagements. However, identifying
the treatment (editing styles) is dependent on an out-of-domain style classifier, which
will inevitably bring the measurement error for the downstream causal effect estimation.
[35] revealed that fake news spreads faster, deeper, and more broadly than the truth. The
authors found that fake news was more novel than the truth and inspired the replies’ fear,
disgust and surprise. [4] identified several tweet authors’ attributes in causing the fake
news spread on social media. Different from these works, we revealed which tweet caused
news disseminated and what types of lexicons in these tweets played the decisive roles.
Causal Inference on Text. Text data provides a new perspective for researchers to
understand the causal effects of the treatment’s intervention. In this paper, the textual data
appeared in both the proxy of confounder and treatment. To learn the hidden confounder
from observed covariates, existing works map the covariates into a low-dimensional
vector through methods like Latent Dirichlet Allocation (LDA) [2] and auto-encoder [15].
As for textual treatment, most works extract text properties from the text. They utilize a
classifier to predict the text properties such as sentiment [23] and clickbait [18], which
will inevitably generate measurement errors and require additional efforts to label the
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dataset for classifier training [6]. Others map the treatment text to latent vectors [24, 7].
However, conventional methods cannot handle the multimodal covariates and cannot
exploit the pre-trained language model in outcome inference. In addition, these methods
ignore the dependency between the textual treatment and multimodal covariates. Thus,
they cannot provide the correct outcome estimation.

6 Conclusion
In this paper, we propose a causal inference model to unbiasedly know which tweets
cause fake/real news disseminated on social media and what lexicons play a critical role
inside the tweet. our model successfully represents the multimodal covariates (news
content and user personal attributes) and textual treatments (tweet). The comprehensive
experiment results indicate the robustness and effectiveness of our model in resolving
the confounding bias. In our qualitative analysis, we identify salient words from two
fake news benchmark datasets. These salient words can not only be used as the fake
news detection features, but also help further research in better understanding of behind
mechanism of fake news dissemination on social media.
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