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Abstract: Given graphs G and H, an edge coloring of G is called an (H,q )-
coloring if the edges of every copy of H �G together receive at least q
colors. Let r (G,H,q ) denote the minimum number of colors in a (H,q )-
coloring of G. In [9] Erdős and Gyárfás studied r (Kn,Kp,q ) if p and q are fixed
and n tends to infinity. They determined for every fixed p the smallest q
(denoted by qlin) for which r (Kn,Kp,q ) is linear in n and the smallest q
(denoted by qquad ) for which r (Kn,Kp,q ) is quadratic in n. They raised the
problem of determining the smallest q for which we have r (Kn,Kp,q )
¼ (n2)� 0 (n2). In this paper by using the Regularity Lemma we show that if
q > qquad þ dlog2p2 e, then we have r (Kn,Kp,q ) ¼ (n2)� 0 (n2).
� 2003 Wiley Periodicals, Inc. J Graph Theory 44: 39–49, 2003

Keywords: regularity lemma; generalized Ramsey theory

——————————————————

*Correspondence to: Stanley M. Selkow, Department of Computer Science,
Worcester Polytechnic Institute, Worcester, MA 01609. E-mail: sms@cs.wpi.edu

� 2003 Wiley Periodicals, Inc.



1. INTRODUCTION

1.1. Notation and Definitions

For basic graph concepts see the monograph of Bollobás [3]. VðGÞ and EðGÞ
denote the vertex-set and the edge-set of the graph G. Kn is the complete graph on

n vertices, and Kn;n is the complete bipartite graph between two n-sets. ðA;BÞ or

ðA;B;EÞ denote a bipartite graph G ¼ ðV ;EÞ, where V ¼ A [ B, and E � A� B.

In general, given any graph G and two disjoint subsets A;B of VðGÞ, the pair

ðA;BÞ is the graph restricted to A� B. NðvÞ is the set of neighbors of v 2 V .

Hence the size of NðvÞ is jNðvÞj ¼ degðvÞ ¼ degGðvÞ, the degree of v. For a

vertex v 2 V and set U � V � fvg, we write degðv;UÞ for the number of edges

from v to U. We denote by eðA;BÞ the number of edges of G with one endpoint in

A and the other in B. For non-empty A and B,

dðA;BÞ ¼ eðA;BÞ
jAjjBj

is the density of the graph between A and B.

Definition 1.1. The pair ðA;BÞ is "-regular if

X � A; Y � B; jXj > "jAj; jY j > "jBj
imply

jdðX; YÞ � dðA;BÞj < ";

otherwise it is "-irregular.

A hypergraph F is called k � uniform if jFj ¼ k for every edge F 2 F . A

k-uniform hypergraph F on the set X is k � partite if there exists a partition

X ¼ X1 [ � � � [ Xk with jF \ Xij ¼ 1 for every edge F 2 F and 1 � i � k.

1.2. Generalized Ramsey Theory

In the classical multicoloring Ramsey problem, we are looking for the minimum

number n such that every k-coloring of the edges of Kn yields a monochromatic

Kp. For each n below this threshold, there is a k-coloring such that every Kp is

colored with at least 2 colors. A far-reaching generalization of this concept leads

to the following definition: given graphs G and H, and an integer q � jEðHÞj, an

ðH; qÞ � coloring of G is a coloring of EðGÞ in which the edges of every copy of

H � G together receive at least q colors. Let rðG;H; qÞ denote the minimum

number of colors in an ðH; qÞ-coloring of G. Thus for example determining

rðKn;Kp; 2Þ exactly is hopeless, since it is equivalent to determining the classical

Ramsey numbers for multicolorings. The study of rðG;H; qÞ has received
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significant attention lately (see [1,2,6,9,13,14,16,17). It was first studied in this

form by Elekes, Erdős and Füredi for the special case rðKn;Kp; qÞ (as described in

Section 9 of [7]). Then Erdős and Gyárfás 15 years later returned to the problem

in [9]. Among many other interesting results and problems, in [9] using the Local

Lemma they gave the general upper bound

rðKn;Kp; qÞ � cp;qn

p�2
p
2ð Þ�qþ1: ð1Þ

Furthermore, for every p they determined qlin, the smallest q for which

rðKn;Kp; qÞ is linear in n, (qlin ¼ p
2

� �
� pþ 3) and qquad, the smallest q for which

rðKn;Kp; qÞ is quadratic in n, (qquad ¼ p
2

� �
� bp

2
c þ 2).

They raised the striking question if qlin is the only q value which results in a

linear rðKn;Kp; qÞ. In the direction of this question, in [16] we studied the

behavior of rðKn;Kp; qÞ between the linear and quadratic orders of magnitude,

so for qlin � q � qquad.

In particular we showed that we can have at most log p values of q which give

a linear rðKn;Kp; qÞ. The first interesting case is p ¼ 5 for which qlin ¼ 8. What is

the growth rate of rðKn;K5; 9Þ? In [1] it is shown by using a construction of

Behrend for a set of integers with no 3-term arithmetic progressions that

1 þ
ffiffiffi
5

p

2
n� 3 � rðKn;K5; 9Þ � 2n

1þ cffiffiffiffi
log

p
n:

See also [14] for a related article. Another interesting special case is

rðKn;K4; 3Þ. In [13] (see also [6])) it is shown that

rðKn;K4; 3Þ � eoðlog nÞ:

Another interesting problem raised in [9] was to determine the smallest q for

which rðKn;Kp; qÞ ¼ n
2

� �
� oðn2Þ. They showed that for qquad this is not true,

hence this value of q has to be larger than qquad. They remarked that determining

this transition seems to be a difficult problem. This problem is related to a well-

known problem of Brown, Erd}os and T. Sós on hypergraphs ([4]): determine the

minimum number of edges of an r-uniform hypergraph on n vertices which

guarantees that there exist k vertices spanning at least s edges. Special cases of

this problem appeared in [5,8]. The problem whether the minimum is oðn2Þ for

r ¼ 3, k ¼ 6, s ¼ 3 was asked in [4] and answered affirmatively by Ruzsa and

Szemerédi in [15].

Using the connection with the Ruzsa-Szemerédi theorem, in [9] for p ¼ 9 it

was shown that rðKn;K9;
9
2

� �
� 2Þ ¼ n

2

� �
� oðn2Þ. For general p they showed

r Kn;Kp;
p

2

� �
� p� 4

3

� �� 	
¼ n

2

� �
� oðn2Þ:

In this paper we significantly improve on this result. We show by applying the

Regularity Lemma of Szemer�edi ([18]) that if q > qquad þ dlog2p

2
e, then we have
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rðKn;Kp; qÞ ¼ n
2

� �
� oðn2Þ. Thus not long after rðKn;Kp; qÞ becomes quadratic, it

jumps up to n
2

� �
� oðn2Þ. More precisely our main result is the following.

Theorem 1.1. For any integer p � 3, if q > qquad þ dlog2p
2
e, then

rðKn;Kp; qÞ ¼
n

2

� �
� oðn2Þ:

The general definition rðG;H; qÞ given above is introduced in [2] by

Axenovich, Füredi, and Mubayi. Among other results, in [2] by generalizing

the upper bound (1), they showed that if jVðGÞj ¼ n, jVðHÞj ¼ v, jEðHÞj ¼ e and

1 � q � e, then there is a constant c ¼ cðH; qÞ such that

rðG;H; qÞ � cn
v�2

e�qþ1: ð2Þ

Furthermore, for the bipartite case rðKn;n;Kp;p; qÞ, they determined for every p the

smallest q (qblin ¼ p2 � 2pþ 3) for which rðKn;n;Kp;p; qÞ is linear in n, and the

smallest q (qbquad ¼ p2 � pþ 2) for which rðKn;n;Kp;p; qÞ is quadratic in n.

In [17] we studied the behavior of the function rðKn;n;Kp;p; qÞ between the

linear and quadratic orders of magnitude, so for qblin � q � qbquad. We showed that

we can have at most log pþ 1 values of q which give a linear rðKn;n;Kp;p; qÞ.
From the above survey it is clear that several interesting open problems remain

in the area.

In the next section we provide the tools including the Regularity Lemma. Then

in Section 3 we apply the Regularity Lemma to obtain our main lemma. Finally in

Section (Proof ot Theorem 1.1) we prove the theorem.

2. TOOLS

In the proof of Theorem 1.1 the Regularity Lemma of Szemerédi ([18]) plays a

central role. Here we will use the following variation of the lemma.

Lemma 2.1 (Regularity Lemma – Degree form). For every " > 0 there is an

M ¼ Mð"Þ such that if G ¼ ðV ;EÞ is any graph and d 2 ½0; 1� is any real number,
then there is a partition of the vertex-set V into lþ 1 sets (so-called clusters)

C0;C1; . . . ;Cl, and there is a subgraph G0 ¼ ðV ;E0Þ with the following

properties:

* l � M,
* jC0j � "jV j,
* all clusters Ci; i � 1; are of the same size,
* degG0 ðvÞ > degGðvÞ � ðd þ "ÞjV j for all v 2 V ,
* G0jCi

¼ ; (Ci are independent in G0),
* all pairs G0jCi�Cj

; 1 � i < j � l, are "-regular, each with a density 0 or

exceeding d.
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This form (see [12]) can easily be obtained by applying the original Regularity

Lemma (with a smaller value of "), adding to the exceptional set C0 all clusters

incident to many irregular pairs, and then deleting all edges between any other

clusters where the edges either do not form a regular pair or they do but with a

density at most d.

We will also use a simple but useful result of Erdős and Kleitman ([10], see

also on page 1300 in [11]).

Lemma 2.2. Every k-uniform hypergraph F contains a k-partite k-uniform

hypergraph H with

jHj
jF j �

k!

kk
:

For technical reasons we define the following two strictly decreasing sequences

ai and bj of positive integers. We start with a0 ¼ bp
2
c � dlog2p

2
e and a1 ¼ ba0

2
c.

Roughly speaking aiþ1 ¼ bai
2
c but for every second odd ai we have to add 1.

The two sequences are defined recursively. Assuming a0; a1; . . . ; ai are already

defined, the sequence b1; b2; . . . ; . . . ; bi0 is just the subsequence consisting of the

odd ai-s which are greater than 1. Then we define

aiþ1 ¼ dai
2
e if ai ¼ bj for an even j

bai
2
c otherwise




Furthermore if aiþ1 is odd and greater than 1, then bi0þ1 ¼ aiþ1.

So, for example, if a0 ¼ 2k, the sequence ai; 1 � i, is just all the powers of 2

from a0 to 1, while there are no bj-s. As another example, if a0 ¼ 22, then

a1 ¼ 11, a2 ¼ 5, a3 ¼ 3, a4 ¼ 1, b1 ¼ 11, b2 ¼ 5, and b3 ¼ 3. Let lp be the

smallest integer for which alp ¼ 1.

We will need the following simple lemma.

Lemma 2.3. For 1 � i � lp, we have

ai <
a0

2i
þ 1: ð3Þ

Proof. We use induction on i ¼ 1; 2; . . . ; lp. It is true for i ¼ 1. Assume that it

is true for i and then for iþ 1 from the definition of aiþ1 we get

aiþ1 � ai þ 1

2
<

a0

2i
þ 1 þ 1

2
¼ a0

2iþ1
þ 1;

and thus proving Lemma 2.3. &

This lemma immediately gives the bound

lp � dlog2 a0e � dlog2 pe � 1: ð4Þ
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Let l0p be the number of bj-s among a0; . . . ; alp�1, and let fpðkÞ be 1 if

the cardinality of fa0; . . . ; ak�1g \ fb1; . . . ; bl0pg is an even number, and 0

otherwise. Examination of the cases of the definitions of ak and bk reveals that

fpðk þ 1Þ ¼ 2akþ1 � ak þ fpðkÞ for all p and 1 � k � lp. Then we have the

following.

Lemma 2.4. For any 1 � k � lp

Xk
j¼1

aj ¼ a0 � ak � 1 þ fpðkÞ:

Proof. The lemma is clearly true for k ¼ 1, and we assume it is true for an

arbitrary k. Then

Xkþ1

j¼1

aj ¼ a0 � ak � 1 þ fpðkÞ þ akþ1

¼ a0 � akþ1 � 1 þ ð2akþ1 � ak þ fpðkÞÞ
¼ a0 � akþ1 � 1 þ fpðk þ 1Þ:

&

3. APPLYING THE REGULARITY LEMMA

We will prove the following lemma by applying the Regularity Lemma.

Lemma 3.1. For every c1 > 0, c2 � 1 there are positive constants �; n0 with the

following properties. Let G be a graph on n � n0 vertices with jEðGÞj � c1n
2 that

is the edge disjoint union of matchings M1;M2; . . . ;Mm where m � c2n. Then

there exist an 1 � i � m and A;B � VðMiÞ such that

* ðA� BÞ \Mi ¼ ;,
* jAj ¼ jBj � �n,
* E GjA�Bð Þ

�� �� � c1

4
jAjjBj.

Proof. Let us apply the degree form of the Regularity Lemma (Lemma 1.1)

with

d ¼ c1

2
and " ¼ c1

6c2

: ð5Þ

Let G00 ¼ G0 n C0. Then we have

degG00 ðvÞ > degGðvÞ � ðd þ "Þn� jC0j
� degGðvÞ � ðd þ 2"Þn for all v 2 VðG00Þ:
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Thus using (5)

jEðG00Þj ¼ 1

2

X
v2VðG00Þ

degG00 ðvÞ > 1

2

X
v2VðG00Þ

degGðvÞ �
d þ 2"

2
n2

¼ 1

2

X
v2VðGÞ

degGðvÞ �
1

2

X
v2C0

degGðvÞ �
d þ 2"

2
n2 � jEðGÞj � d þ 3"

2
n2 � c1

2
n2:

Hence there is an 1 � i � m such that

MijG00

�� �� > c1

2c2

n ¼ 3"n: ð6Þ

Write U ¼ VðMijG00 Þ for the vertex set of MijG00 . (6) implies that jUj > 6"n.

Write also Ui ¼ U \ Ci. Define I ¼ i j jUij > 3"jCijf g, and set U0 ¼ [i2IUi and

U00 ¼ UnU0. Clearly jU00j � 3"n. Since jUj > 6"n, we have two vertices

u; v 2 U0 adjacent in MijG00 . Let u 2 Ci and v 2 Cj. In G00 we have at least one

edge between Ci and Cj, and hence we must have a density more than d ¼ c1

2

between them. Consider Ui and Uj. A is an arbitrary subset of Ui with

jAj ¼ b"jCijc þ 1 > "jCij. B is an arbitrary subset of Uj with jBj ¼ b"jCjjc þ 1 >
"jCjj and ðA� BÞ \Mi ¼ ;. This is possible since

jUjj > 3"jCjj > 2b"jCjjc þ 2;

if n � n0. Then the first property of A;B in the lemma is clearly satisfied. For the

second property we can choose � ¼ "ð1�"Þ
Mð"Þ . Finally for the third property, "-

regularity of the pair ðCi;CjÞ implies that the density between A and B is more

than d � " � c1

4
. This means

E GjA�Bð Þ
�� �� � c1

4
jAjjBj;

and thus completing the proof of the lemma. &

4. PROOF OF THEOREM 1.1

Let p � 3 and q > qquad þ dlog2p

2
e.

Assume indirectly that there is a constant c > 0 such that

rðKn;Kp; qÞ �
n

2

� �
� cn2:

From this assumption we will get a contradiction. Consider a fixed ðp; qÞ-
coloring of Kn with at most n

2

� �
� cn2 colors. Let us assume that n is sufficiently

large.

Each color class has at most p
2

edges. Indeed, otherwise we can easily find a Kp

with fewer than q colors, a contradiction. From this it follows that we can find

REGULARITY LEMMA IN RAMSEY THEORY 45



2c
p
n2 edge pairs in Kn such that the two edges in the pair have the same color, and

this color is different for different pairs. Furthermore, out of these � 2c
p
n2 edge

pairs we can have at most p
2
n pairs where the two edges in the pair are incident to

each other. Indeed, otherwise by the pigeon-hole principle there must be a vertex

that is incident to at least p
2

edge pairs, and then we can find again a Kp with less

than q colors, a contradiction. Thus we have at least c
p
n2 edge pairs where the two

edges in the pair cover 4 vertices.

Using these pairs we define a 4-uniform hypergraph F on the vertices of Kn.

The 4 vertices covered by the pairs form the edges of F . If an edge of F has

multiplicity greater than 1 (it is at most 3), then we keep only one of these edges.

Using the Erdős-Kleitman theorem (Lemma 2.2) we find a sub-hypergraph H
such that H is 4-partite and it still contains at least

4!c

443p
n2

edges. Let X1;X2;X3;X4 be the vertex classes of this 4-partite hypergraph H.

Consider the 3-uniform hypergraph H� which is defined by the removal of X1

from the vertex set of H and from all edges of H. Again, if an edge of H� has

multiplicity greater than 1 (it can be at most 3), then we keep only one edge. Then

H� still has at least

4!c

4432p
n2

edges.

Consider an arbitrary v 2 X2 and the bipartite graph Gv
b defined by v between

X3 and X4 such that ðu;wÞ is an edge in Gv
b if and only if ðu; v;wÞ is a 3-edge in

H�. The maximum degree in Gv
b is at most p

2
, since again otherwise we can find a

Kp with fewer than q colors. Then we can choose a matching Mv in Gv
b such that

jMvj �
2jEðGv

bÞj
p

:

Define the bipartite graph Gb ¼ [v2X2
Mv. Then

jEðGbÞj �
2ð4!Þc
4432p3

n2:

Next by applying Lemma 3.1 iteratively in Gb, we will find a sequence of

matchings Mv1
; . . . ;Mvlp . To obtain Mv1

we apply Lemma 3.1 in Gb. We can

choose

c1 ¼ c1
1 ¼ 24!c

4432p2
and c2 ¼ c1

2 ¼ 1:
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Mv1
is the Mi guaranteed in the lemma. Denote Mv1

¼ ðA1;B1Þ where

A1 � X3;B1 � X4. Lemma 3.1 also guarantees that there are A0
1;B

0
1 � VðMv1

Þ
such that

* ðA0
1 � B0

1Þ \Mv1
¼ ;,

* jA0
1j ¼ jB0

1j � �1n,
* jEðGbjA0

1
�B0

1
Þj � c1

4
jA0

1jjB0
1j.

To obtain Mv2
we apply Lemma 3.1 again, now for GbjA0

1
�B0

1
. Here we can

choose

c1 ¼ c2
1 ¼ c1

1

16
and c2 ¼ c2

2 ¼ c1
2

2�1

:

Mv2
is the Mi guaranteed in the lemma. Note that technically this Mv2

is not the

whole Mv2
in Gb, but it is restricted to GbjA0

1
�B0

1
. Denote Mv2

¼ ðA2;B2Þ where

A2 � X3;B2 � X4.

We continue in this fashion. Assume that Mvj ¼ ðAj;BjÞ is already defined

where Aj � X3;Bj � X4. Futhermore, we have A0
j;B

0
j � VðMvjÞ such that

* ðA0
j � B0

jÞ \Mvj ¼ ;,
* jA0

jj ¼ jB0
jj � �jðjA0

j�1j þ jB0
j�1jÞ,

* jEðGbjA0
j
�B0

j
Þj � c

j

1

4
jA0

jjjB0
jj.

To obtain Mvjþ1
we apply Lemma 3.1 for GbjA0

j
�B0

j
. We can choose

c1 ¼ c
jþ1
1 ¼ c

j
1

16
and c2 ¼ c

jþ1
2 ¼ c

j
2

2�j
:

Mvjþ1
is the Mi guaranteed in the lemma. Denote Mvjþ1

¼ ðAjþ1;Bjþ1Þ. We

continue until Mv1
; . . . ;Mvlp are selected.

Next using these matchings Mvj we choose a Kp such that it contains at most

q� 1 colors, a contradiction. For this purpose first we will find another sequence

of matchings M0
vj

such that M0
vj
� Mvj , jM0

vj
j ¼ aj for 1 � j � lp.

M0
vlp

is just an arbitrary edge from Mvlp . Assume that M0
vlp
; . . . ;M0

vjþ1
are

already defined and now we define M0
vj

. We consider the 2ajþ1 vertices in

VðM0
vjþ1

Þ and the edges of Mvj incident to these vertices. We have four cases.

Case 1. If 2ajþ1 ¼ aj, then this is M0
vj

.

Case 2. If 2ajþ1 ¼ aj þ 1, so aj ¼ bk for an even k, then we remove one of the

edges from this set incident to a vertex in VðM0
vjþ1

Þ \ X3 to get M0
vj

. Furthermore,

we mark this vertex in VðM0
vjþ1

Þ \ X3 which is not covered by M0
vj

. This mark-

ed vertex is going to be covered only by M0
vj0

if aj0 ¼ bk�1.

Case 3. If 2ajþ1 ¼ aj � 1 and there is no marked vertex at the moment, then to

get M0
vj

we add one arbitrary edge of Mvj to these 2ajþ1 edges.
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Case 4. Finally, if 2ajþ1 ¼ aj � 1 and there is a marked vertex then to get M0
vj

we add to these 2ajþ1 edges the edge of Mvj incident to the marked vertex and we

‘‘unmark’’ this vertex.

We continue in this fashion until M0
vlp
; . . . ;M0

v1
are defined. For a matching M0

vj
let us denote by X1ðM0

vj
Þ the set of those vertices in X1 that form 4-edges in the

4-partite hypergraph H with the edges of M0
vj

and vj. Observe that

Xlp
i¼1

jX1ðM0
vi
Þj �

Xlp
i¼1

ai; ð7Þ

since each M0
vi

could give rise to as many as ai vertices in X1.

Consider the following set S of vertices.

S ¼
[lp
j¼1

ðVðM0
vj
Þ [ fvjg [ X1ðM0

vj
ÞÞ:

Here from the construction we have

[lp
j¼1VðM0

vj
Þ

��� ��� � a0: ð8Þ

Then using Lemma 2.4, Equations (4), (7), and (8) we get the following.

jSj � a0 þ lp þ
Xlp
j¼1

aj � 2a0 � 2 þ fpðlpÞ þ lp � 2a0 � 1 þ lp

� 2
p

2

j k
� log2p

2

� 
� 	
þ dlog2pe � 2 < p:

To get the desired Kp we add arbitrary vertices to S to have exactly p vertices.

Then in this Kp by Lemma 2.4 the number of colors is at most

p

2

� �
�
Xlp
j¼1

aj ¼
p

2

� �
� a0 þ 2 � fpðlpÞ

� p

2

� �
� p

2

j k
þ 2 þ log2p

2

� 

¼ qquad þ

log2p

2

� 

< q;

a contradiction. This completes the proof of Theorem 1. &
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[9] P. Erdős and A. Gyárfás, A variant of the classical Ramsey problem,

Combinatorica 17 (4) (1997), 459–467.
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[15] I. Z. Ruzsa and E. Szemerédi, Triple systems with no six points carrying

three triangles, In: Combinatorics (Keszthely, 1976), Coll Math Soc J Bolyai

18, Volume II. pp. 939–945.
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