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This paper questions the assumption in design creativity research that we know how to cal-
culate a meaningful score for the novelty of a design. This paper looks at the basics of nov-
elty calculation, and reviews a variety of approaches, attempting to provide a rough cate-
gorization of them. Novelty is a key ingredient in the evaluation of the creativity of a 
product. Each ingredient of any assessment of creativity needs to be calculated as carefully 
and accurately as possible, so novelty assessment is very important. 
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1. Introduction 
A well-hidden assumption in design creativity research is that we know how to 
calculate a meaningful score for the novelty of a designed artifact. By disseminat-
ing information about different approaches in creativity research to assessing nov-
elty we hope to counter the tendency to restrict the methods actually used, and 
help design creativity research make progress. 
 
The paper focuses on actual or potential computational methods. We start by ex-
amining novelty and its definitions, questioning the role of “difference”. Next the 
use of novelty in creativity theory is presented, including how it is done for com-
puter generated stories: a special kind of designed artifact. Focus moves to exam-
ine the main variations of novelty assessment schemes that might be used when 
evaluating creativity. For another point of view, we briefly introduce views of 
similarity from Cognitive Science, as similarity is the basis for most novelty cal-
culations. The paper finishes with an examination of some of the assumptions 
around novelty assessment, and a conclusion.  

1.1 A Note about this Paper 
This paper is based on one written during 2015-17 that was not published. A sig-
nificant collection of relevant new references about novelty, originality, and simi-
larity have been added to the end of the paper. They are not cited in this text. In-
teresting new references to begin with include Barto et al. [2013], Hay et al. 
[2019], Lamb et al. [2018], and Siddarth et al. [2020].   
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Note that some of the many older and often cited references are not included here, 
but can be easily found in the reference list of papers such as Chakrabarti & Kha-
dilkar [2003], Brown [2014b] and Jagtap [2018]. 
 
 

1.2 The Role of Novelty in Creativity 
Novelty is seen by almost all researchers as the key ingredient in the evaluation of 
the creativity of a product (e.g., [Besemer 2006; Pease et al. 2001; Ritchie 2007]). 
Here we focus on the product and not the process [Jordanous 2016]. As each in-
gredient of any assessment of creativity needs to be made as carefully and accu-
rately as possible, an understanding of novelty assessment is very important.  
 
There are many different ways that novelty is assessed in the research literature. 
This paper does not aim to suggest which as more successful, accurate or appro-
priate. However, an understanding of the many variations of novelty evaluation 
should help improve design creativity research. We hope that this paper provides 
inspiration for further study of novelty in cognitive psychology, marketing, com-
putational design, and computational artistic creativity. 
 
The US Patent Office has long been concerned with novelty, stipulating that in-
ventions should be new, useful and nonobvious. But these criteria are seen as qual-
itative. For computation, we require that no human inferences/assessment be ex-
plicitly included. Researchers concerned with patents have fairly recently 
attempted to see “new” in a quantitative light. Simonton [2012], for example, pro-
poses a quantitative value for novelty based on the probability of a design’s gener-
ation: but he provides no method for novelty calculation. 

2. The Basic Ingredients of Novelty Evaluation 
Here we refer to a subset of ingredients for evaluating creativity [Brown 2014a]. 
These ingredients are: 

• a description of the complete or partial artifact being judged; 
• the agent judging (i.e., person, computer program, or group); 
• the temporal basis for comparison  

(e.g., the point in time or the time period); 
• the source of the set of designs used as the basis for comparison (e.g., per-

sonal, group, industry, global); 
• the method of evaluation for novelty. 

 
Variations in these ingredients affect the result of any evaluation. Note that novel-
ty is a “moving target”: in response to any new design being added to the basis for 
comparison, to the judge having access to new information, and to the effects of 
time on the judgment. The temporal basis for comparison is usually grounded at 



 A Brief Review of Approaches to Design Novelty Assessment 3 

assessment time or at design completion. 
 
By design we mean a description of a design; an artifact means a thing. We are 
not concerned with a different ‘instance’ of a designed artifact (such as multiple 
instances of a particular type of phone in a shop) but differences between descrip-
tions. To judge novel functionality/use we may need to have the artifact available. 
 
We assume use of some standard, normalized description: allowing designs to be 
compared; avoiding the difficult problem of having the same artifact being de-
scribed with a differently formed description. 
 
Note that many authors allow an attribute to be almost anything in the description: 
including parameters such as “length”, component types such as “gear”, abstrac-
tions such as function, but also relationships such as “touching” and derived per-
formance parameters such as the amount of “heat produced”. 
 
Grace et al. [2015] write about references to the “whole” (e.g., iPhone4) or to at-
tributes (e.g., storage capacity): statements about novelty might involve either. Re-
ferring to a type (e.g., a “phablet”) can also restrict the descriptions used as a basis 
for comparison. Other potentially relevant abstractions might be based on func-
tion, behavior or structure. 
 
The “source” refers to from where the basis for comparison is gathered. The basis 
might only be designs produced by one designer. This corresponds to evaluating 
for P-Creative designs [Boden 1994]. By using a global source, and by using “all 
history” as the temporal basis, we are evaluating for H-Creative designs. By vary-
ing the size of the source-time space, different comparisons are possible. By fo-
cusing just on novelty, we can identify H-novel and P-novel designs.  
 
Dean et al. [2006] note that the novelty of any idea is judged in relation to how 
uncommon it is in the mind of the idea rater or how uncommon it is in the overall 
population of ideas: i.e., it depends on the “judge” and the source-time scope of 
their comparison set. This allows a design to be P-novel for a user but not neces-
sarily P-novel for the designer.  

3. Examining the definitions of novelty 
The meaning of “novelty” is complicated. By examining a variety of dictionary 
definitions of novelty we find that most are some variation on “the quality of be-
ing new, original, or unusual”. These terms reveal definitions such as: 

   New: “Not existing before; made, introduced, or discovered recently  
              or now for the first time”. 
   Original: “Not dependent on other people’s ideas; inventive”. 
   Unusual: “Not habitually or commonly occurring or done”. 
   Nonobvious: “at an adequate distance beyond or above the state of the art”. 
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The underlying concepts are: being completely new (i.e., occurring for the first 
time); being inventive (i.e., including unusual components, structure or behavior); 
distance from existing designs (i.e., concerning the degree of similarity); frequen-
cy of occurrence of a design in a set of existing designs. 

 
Dean et al. [2006] refer to three novelty-related constructs: rarity, originality, and 
paradigm relatedness. 
 
Rarity: the rarity of an idea is how uncommon (infrequent) an idea is in a set of 
ideas. So “New” implies “unique” (not existing before), while “Rare” implies only 
a few examples are known (uncommon). Note that it requires some kind of (sub-
jective) similarity determination (i.e., distance). An important issue is that this al-
lows only slightly different artifacts in a small comparison set to be considered 
“unique” or “rare”. Rarity depends on comparison, and hence the scope of the 
comparison set. 
 
Originality: artifacts have originality if they are i) rare, but ii) also “have the 
characteristic of being ingenious”. Detection of ingenuity implies recognizing the 
use of very different structure, behavior or sub-functions in order to achieve the 
same overall functionality (i.e., inventive). This implies having a structured design 
representation, as well as some sort of summary/frequency knowledge, or type 
clustering. 
 
Paradigm Relatedness (PR): this is concerned with whether the artifact is germi-
nal or transformational. It is the degree to which an idea maintains or modifies a 
paradigm. 
 
PR Germinal: this is about “trend setting” or “influential” ideas. These designs 
contribute to changing the paradigm. It seems to require a temporal record of the 
development of artifacts over time, and whether one artifact was influenced by 
another. A scale for this might involve the number of designs influenced and for 
how long that influence persisted, although it is unclear exactly how such things 
might be measured. Note that it has no utility for new designs, only for past de-
signs.  
 
PR Transformational: This is about ‘how’ the originality was produced: the 
types of changes made to prior artifacts. These changes may involve the elements 
in the design (same or different), or the relationships between elements (same or 
different). The category “paradigm modifying” requires at least one of these 
changes; “transform” has both different; “extend” has the elements different; “re-
design” has the relationships different. This provides a crude explanatory scale for 
the amount of change, and could be applied to a new design relative to a compari-
son set. Note that they all require differences to be detected and the design to be 
described in terms of elements and relationships (i.e., a basic structured represen-
tation). 
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It is clear that Dean et al.’s novelty-related constructs are not completely inde-
pendent. We conjecture that the more germinal a design is, the more likely it is to 
be transformational: the more germinal it is, the more likely it is to be seen as in-
genious and therefore more likely to be seen as original.  
 
In summary, the four novelty-related concepts, new, inventive, distance and fre-
quency, need to be augmented with a fifth, paradigm changing, in order to cover 
the main concepts related to novelty assessment. 

4. Examining Difference 
Definitions of the term “new” revolve around the dimensions “recent” or “differ-
ent”. Our initial, simplifying view is that “new” means different from all previous 
designs: there is not complete similarity, although there could be a high similarity 
score. In what follows, the point is to indicate some of the basic subtleties, not to 
be exhaustive. 
 
We assume that a comparison set of previous designs (D) is available as the basis 
for comparison with the design being evaluated. This collection might be orga-
nized and indexed in a variety of ways in order to suit the newness calculations 
being made. Possibilities include ordered by time, indexed by attributes, and clus-
tered around stereotypes, etc.  
 
Grace & Maher [2014] point out that such comparisons with descriptive represen-
tations are based on what they call the “expectation of continuity”: that is, future 
designs will conform to the representations already learned. Here we are just con-
cerned with D’s role as a basis for comparison. Note that the judging agent might 
be the designer, user, or a computer, where each judge might have different 
knowledge, and therefore different results. 

4.1 Definitions of Difference 
The simplest, most primitive meaning of “difference” is “not exactly the same”. 
For example, considering single attributes of design d: 
 

• A design with color = “blue” versus color = “red”; 
• A design with color = “scarlet” versus color = “red”; 
• A design with length = “3” versus length = “7”; 
• A design with length = “3” versus length = “3.1”; 
• A design with length = “3” versus length = “3.0000000000001”. 

 
As the five alternatives did not previously exist then, strictly, they are all new. We 
will refer to that as Absolutely New (absnew). 
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1. absnew( d ) is true if the value of at least one attribute of design d is not exactly 
the same as its matching attribute when comparing d to every design from the set 
of existing designs (i.e., the set D). 
 
This covers the five cases above (i.e., color change; length change).  If there is at 
least one design in D that has all matching attributes with exactly the same values, 
then absnew is false. Note that if there are only very few that are the same, and the 
size of D is large, then there is an opportunity for a novelty definition that involves 
rarity. 
 
 2. absnew( d ) is true if there are no designs in D that have exactly the same set of 
attributes. 
 
Note that this covers the first design of its type (e.g., the first automobile), as well 
as types with additional characteristics. 

Restrictions on D: 
For a practical model of the judgment of newness it makes no sense to include all 
existing designs as the target of comparison for difference. Consequently, we sug-
gest some restrictions, with combinations possible. 
 

a) Do not compare different types (e.g., milk jug, car). 
b) Do not call relatively small changes “different”. 
c) Do not compare things at different levels of abstraction. 
d) Use the time of introduction of the artifact being considered. 
e) Restrict the comparison set in other ways. 

 
We use Dr to refer to the restricted set of designs, regardless of which restrictions 
have been applied, and absnewDr to refer to the test of newness in this new set-
ting. 
 
Restriction a: let Dr be the subset of D that contains “comparable” design descrip-
tions that refer to the same general type of artifact. We assume the existence of a 
taxonomy, or some other organizing knowledge structure. If there are no compa-
rable design descriptions then absnew is true, as this design introduces a new type. 
 
Restriction b: let “different” be relaxed from “not exactly equal” by defining a 
decision function for every type of attribute, in the context of Dr. 
 
e.g.,   different( d, length, 1”, 1.001”,  Dr ) is false; 
          different( d, color, red, scarlet,  Dr ) is false. 
 
This might be done by defining a threshold for the difference in the values of a 
length, such that a difference of 0.5 gives true while a difference of 0.001 gives 
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false. One can imagine this threshold for a meaningful difference being context 
dependent and changeable. 
 
For absnew only one different predicate needs to be true. An extension that is 
easy to imagine is a “fuzzy” decision function that provides a degree of difference, 
instead of a binary result. 
 
Restriction c: let D be refined to Dr by restricting the subset used for comparison 
to those design descriptions at the same level of abstraction. 
  
This restriction needs to be handled with care, as for example “red” might match 
“warm colored”. However, this is a semantic judgment that is a more advanced 
kind of matching. Note that this restriction is important for maintaining something 
close to an absnew match when considering intermediate or conceptual designs. 
Note too that things that might be considered new with a description at one level 
of abstraction might not be at another: e.g., any detailed design description of a 
dramatically new building might be reduced to “a roof with walls” after enough 
abstraction. 
 
Restriction d: let all comparisons be made with the set of design descriptions Dr 
selected to represent an appropriate time or period. 
 
The Sydney Opera House at the time of its introduction would have been consid-
ered to be new (i.e., different enough), but in today’s context it would not be, as 
the comparison set has changed. By setting Dr at a particular time ( Dtr ) it be-
comes possible to ask hypothetical questions: e.g., if design d had been introduced 
at time t would it have been considered new?  
 
Restriction e: other ways to restrict D to an appropriate subset might include 
characteristics of the designer, such as region of origin, level of expertise, reputa-
tion, age, etc. 

Multidimensional boundaries: 
These restrictions provide boundaries defining different sets of designs: 
 

• The set of designs from D for which absnew is false (i.e., designs that are 
exactly the same as d). 

• The set of designs from D for which absnew is true (i.e., designs that 
have at least one attribute’s value not exactly the same). 

• The set of designs for which absnew is true, and which fall inside Dr, for 
some set of restrictions on D (i.e., the designs are relevant, the differences 
meaningful, etc.). 

• The set of designs for which absnew is true, but are outside of Dr, for 
some set of restrictions on D (i.e., the designs are either not relevant, the 
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differences not meaningful, etc.).  If absnew is true, but absnewDr is 
false, then the newness of these designs is undefined, but they could be 
taken to be new if needed, as absnew is true.  

4.2 Relaxing the match with key attributes 
There may be attributes about which we “don’t care”, or are unimportant. This 
might modify absnew to “require” some attributes to be true, relax the newness of 
the others, or even ignore some attributes.  
 
Many methods in the literature use weighted attributes. What is considered im-
portant might be conditional on some attribute or attributes [Grace & Maher 
2014]. Importance might depend on the existing design being used for compari-
son: comparing a design d with a representative of designs of a certain type may 
set importance depending on that type. 

4.3 Moving away from binary judgment 
To compare the difference in newness between whole designs, and not just indi-
vidual attributes, some form of “accumulated” difference needs to be formed. We 
will not discuss this further at this point, but a simple computational model might 
just sum the normalized differences. A full model of newness would need other 
accumulation methods to be included. 

5. Novelty in Creativity Theory 
Ritchie’s [2007] criteria use a program’s input and its output (i.e., a design), with 
measures that human judges might apply. Ritchie defines novelty as “To what ex-
tent is the produced item dissimilar to existing examples of its genre”, with judg-
ments of novelty based on “typicality” and “innovation”. Typicality is defined as 
“To what extent is the produced item an example of the artefact class in question”. 
Low typicality scores are due to being “dissimilar to the norm for that class”. He 
defines innovation as “How different is the item from those that guided its original 
construction in the system”. Innovation is an internal-based measure, while typi-
cality is an external-based measure. 
 
Any assessment of novelty external to the program probably does not use 
knowledge of the Inspiring Set (i.e., designs built into the system). Novel results 
may not be very typical, but new items should at least have acceptable typicality. 
Pruning highly typical or highly atypical output would be appropriate, although 
typicality may change over time. 

 
Pease et al. [2001] point out that a judge’s understanding of the knowledge that 
the creator has affects their judgment of the creator’s creativity [Brown 2014a]. 
They assume that creative items must be (at least) novel, and that to be novel they 
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must not be too similar to an existing item (boring), nor too different from all ex-
isting items (bizarre). 
 
Pease adopts Boden’s idea [1994] that an item is not novel if it is from inside a 
well explored area of a concept space; it is merely novel if it is from inside the 
portion of the space that is not yet explored; it is fundamentally novel if it is from 
outside the space but it is not bizarre; or it is bizarrely novel if it is from far out-
side the space. Object-level procedures O are directly used to generate or evaluate 
d; and meta-level procedures are used to generate or evaluate a member of O. 
Pease defines novelty as fundamental if d could not have been generated without 
meta-level procedures; as merely otherwise. It isn’t clear how this can be used to 
assess novelty in a practical way. 

6. Novelty Assessment for Stories 
Some of the work in computational creativity concerns stories [Perez & Sharples 
2004]. Peinado et al. [2010] review work on the assessment of novelty of comput-
er-generated stories, where we consider a story to be a very special type of design. 
It requires comparisons to known examples using some form of similarity metric: 
novelty is inversely proportional to similarity given that Knowledge Base (KB). 
Note too that some designs can be described, and compared, using text.  
 
Novelty assessment for stories uses the structure and specific aspects of stories to 
measure similarity. The aspects used for similarity are dependent on the fact they 
are stories with structure: not necessarily what the stories are ‘about’. Different 
aspects have different importance (i.e., weights).  
 
The Mexica system [Pérez & Sharples 2001] is unusual in that it assesses the nov-
elty of the story in progress. They base this on the similarity of actions and their 
frequencies in the story in progress compared to a KB of previous stories (by hu-
mans). For Pérez et al. [2011] there are three characteristics of story novelty: se-
quence of actions; structure of the story; use of characters and actions. If a story is 
novel enough it is added to the KB. Simple distance measures are defined for each 
aspect of the story. One novelty score used is the ratio between the new 
knowledge which is different to what was previously stored, against the new 
knowledge (i.e., new-but-different / new). 
 
The ProtoPropp system [Peinado & Gervás 2006] starts with a modified member 
of the inspiring set [Ritchie 2007]. The system uses “formal metrics” for novelty: 
systematic element-by-element comparison between a proposed story and the KB. 
Elements include characters, locations, etc. Different weights are used for differ-
ent types of comparisons. The average value of the comparison scores gives an in-
dication of the novelty. Management of that KB is important, as new stories added 
make it bigger (i.e., a dynamic inspiring set). Therefore, indexing or clustering is 
needed to reduce the complexity of novelty checking. 
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Peinado & Gervás [2006] did an empirical study with human readers, resulting in 
the construction of equations for novelty. The equations are based on similarity 
judgments: (e.g., of events). They determine that novelty of events is most im-
portant, followed by characters, with props and scenarios: enforced in their met-
rics with weights: e.g., for characters, a new character is considered more novel 
than a replacement with a different character type. Story novelty is the weighted 
sum of all the ingredient novelties. They suggest that metrics could be used to de-
tect what might be changed to increase novelty: just as Besemer [2006] does for 
creativity. 
 
Note that as novelty assessment of stories depends on the them being structured, 
and being stories: i.e., it could be an indication that accurate assessment of designs 
may be dependent on the type of the design. 

7. Criteria for Aesthetic Functions 
Computational creativity research usually targets things where Aesthetic judge-
ments are needed, such music or poetry. Aesthetic functions can be used to assess 
all sorts of qualities, including novelty. Colton et al. [2015] propose metrics that 
allow comparisons between aesthetic functions. Specificity reflects whether an 
aesthetic function can provide a total order over a set of objects: i.e., it can distin-
guish between them. Clearly, high-specificity is preferable. Agreement measures 
the amount of agreement between two aesthetic functions: especially useful if they 
are related in some way, such as novelty and surprise. Transitive consistency looks 
for how consistently A < C, where A < B and B < C, and “<” means “is less aes-
thetically preferable”. Those preferences can be “complex and multi-objective” 
and so there may not always be consistency. Similar points have been raised in the 
discussions of Cognitive Science approaches to similarity (see section 9).  

8. Variations in Novelty Assessment Schemes 
The common variations in novelty evaluation schemes can be organized by using 
the ingredients for evaluating creativity listed above, and by involving the five 
novelty-related concepts. As a reminder, these are the description, the agent, the 
temporal basis, the source, and the method. 

8.1 Variations in the description of the designed artifact 
being judged 

Product vs. process: 
For a designed and manufactured product the user has access to the artifact, or pic-
tures of it, allowing them to judge its novelty. However, there is usually very little 
information about, or indication of, the creative processes involved. Hence the us-
er judges the artifact, not the creative process [Ritchie 2007]. In contrast, for artis-
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tic artifacts, the creative process may be visible in the marks left by the artistic 
processes (e.g., painting, sculpting). The judgment of artistic creativity relies 
much more on judging the development process with the novelty sometimes taken 
as given. 

Treating design as a single level vs. a multi-level description: 
Russell & Norvig [2009] refer to types of descriptions: atomic, no internal struc-
ture; factored, a vector of attributes and values; structured, with attributes and re-
lationships. Treating the design as a single level factored description makes simi-
larity/difference detection easier. However, despite being a harder to process, 
multi-level descriptions more accurately express design complexity. In addition, 
novelty at different levels may affect the overall judgment of novelty by different 
amounts. 
 
There are a variety of types of multi-level descriptions used in novelty evaluation. 
These can be functional representations that explicitly include Function, Behavior 
and Structure (FBS) [Erden et al. 2008]; they might reflect design stages; or reflect 
the causality that allows a design to function (e.g., the SAPPhIRE model [Sriniva-
san & Chakrabarti 2010]).  
 
Shah et al. [2003] proposed commonly adopted metrics for novelty in Engineering 
Design. They state that “novelty is a measure of how unusual or unexpected an 
idea is compared to other ideas”. While for a different metric Shah refers to a 
structured representation (i.e., physical principles, working principles, embodi-
ment & detail), these levels are not used for novelty: the design stages “conceptu-
al” and “embodiment” are used instead. This biases the approach away from fin-
ished designs towards conceptual designs. For variations on Shah’s approach see 
[Brown 2014b]. 
 
Shah’s first novelty metric considers all the existing ideas for the given design 
problem. Then a set of “key” attributes (i.e., “functions or characteristics”) is de-
termined at the conceptual and/or the embodiment stage. 
 
A novelty score, from a preset range, is assigned for each value found for each at-
tribute: more frequent values get lower scores, while unusual values get higher 
scores, indicating more novelty. Note that finding the novelty score for a value 
may involve inexact matching. Each attribute (e.g., function) is given an “im-
portance” weight. Each stage is also given a weight, as the conceptual stage prob-
ably makes more impact on novelty. 
 
The second novelty metric, with more potential for automated calculation, is based 
on the set of ideas (a comparison set) generated by participants in a design exper-
iment. It starts by identifying the key attributes of the ideas: typically functions. 
Then all the values are found that have been produced for those attributes. Next 
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count how many instances of each value there are. This is done for both conceptu-
al and embodiment stages.  
 
The method produces a weighted score across all functions and stages for a de-
sign. Weights are used to represent the importance of each function, and the im-
portance of each stage. The novelty score for a value for a single function at a sin-
gle stage is based on ((T – C) / T) where T is the total number of values produced 
for the function in that stage, and C is the number of times the value from this de-
sign was used in the comparison set.  
 
If the value is rare, C will be small and the score will be closer to 1. Deciding that 
a value belongs in the C count depends on inexact matching. As a frequency-based 
measure, relative to values produced by the participants, it seems to be a measure 
of the capabilities of those participants. 
 
Dean et al.’s [2006] transformational view of paradigm relatedness rests on the 
types of changes made to prior artifacts. These changes may involve the elements 
in the design, and/or the relationships between elements. Lopez-Mesa & Vidal 
[2006] propose a bigger distinction, distinguishing between parts, structure, func-
tion and the whole design: each change being more paradigm-changing. Designers 
(or teams) are rated by how many of each type of change is produced. A second 
method, also using function, structure, and details, evaluates a team for non-
obvious performance by comparing it with the performance of others. The more of 
the other teams with a similar solution at the same level, the more obvious it is. 
Note that these methods seem more about comparing the teams’ ability to be nov-
el, than they are about assessing the novelty of the designs. 
 
Sarkar & Chakrabarti [2011] propose that the higher the level in the SAPPhIRE 
model at which there is a difference between d and existing designs, the more like-
ly it is to be novel. The model includes actions at the top, changes of state below, 
and physical phenomena below that. 
 
The model is mapped to the FBS model to allow ‘human assessment’ of the de-
gree of novelty (1 to 4). If d’s function does not already exist then it is “very high 
novelty”. At the other end of the scale, if the structure is different, but the behavior 
is not different, this is “low novelty”.  
 
Prior to that approach, Srinivasan & Chakrabarti [2010] estimated the novelty of a 
concept by giving scores, between 1 and 7, that directly corresponded to the parts 
of the SAPPhIRE model. 
 
Chakrabarti & Khadilkar [2003] proposed a more complicated model, although its 
predictions were worse than the 2011 model. They use a design model with the 
vertical levels: need, task, subsystem structure, working principle, technology, and 
implementation. The design d is compared with the reference and “differences” 
identified at each level. Higher levels have more impact on the novelty. At each 
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level, horizontal weights are associated with the importance with respect to the 
contribution of that difference to the functionality (main function; supplementary; 
additional). The novelty value at each level is affected by the horizontal weights, 
and the results are aggregated until a single value for novelty is obtained. 
 
A potential problem with the use of multi-level descriptions for novelty assess-
ment is that comparison sets are most likely to be finished, detailed design de-
scriptions, with no multi-level structure, and no design history available: getting 
such information could be difficult and expensive.  
 
Another issue is the use of ‘weights’ to represent different degrees of novelty de-
pending on the level of abstraction of the design description, with detailed part de-
scriptions being the lowest. While intuitively promising, as functional differences 
have more impact than small, detailed differences, it builds ‘guesses’ of the de-
grees of novelty into the algorithm, based on coarse differences. However, there 
may be ways to represent and measure those differences. For example, Murakami 
& Koyanagi [2017] propose a ‘delta’ representation to record design differences, 
as well as a way to determine functional similarity. 

8.2 Variations in the set of designs that act as the basis for 
comparison 
Novelty evaluations may concern a single design, or a set of designs with a com-
mon source, such as the same designer or design group. For a set, the emphasis is 
more on establishing the general ability of the designer/group to be consistently 
creative. In general, the scope might be from a certain group, designers from the 
same company, the same industry, or some more global scope: i.e., less than H-
creative, and more than P-creative. 

8.3 Variations in the novelty decision method 

Connecting Novelty to Expectations: 
Grace et al. [2015], while evaluating surprise (expectation violations) [Brown 
2012], propose four types of expectations. These should correspond to types of 
novelty. Categorical: categories are descriptions (e.g., clusters) progressively 
formed from experience with past designs. If a new design can’t be seen as a 
member of any current category then it may be seen as novel. Trend: trend de-
scriptions record the changes in designs over time. For example, a major change in 
the trend of changes for an attribute (e.g., artifact size) may signal novelty. Rela-
tional: with experience, correlations can be formed between attributes of a design 
[Chabot & Brown 1994]. These act as expected relationships between the values 
of attributes. Any expectation violations may signal potential novelty. Compre-
hensiveness: the observer expects that their domain knowledge (catego-
ries/clusters) is sufficient to describe and categorize new designs: i.e., it is “com-
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prehensive and stable”. However, if reclassification is required this is an indica-
tion of novelty: the amount needed might be a measure. 

Using Frequency: 
Frequencies might be used to represent the comparison set of designs. Of course, 
if a design has a frequency at all, it is not new. A set of designs can be represented 
by the frequency with which particular features/attributes can be found in that set. 
Each design to be evaluated for novelty has a set of features. A frequency can be 
retrieved for each of those design features from the comparison set. Those might 
be combined to provide a view of how novel the design is relative to the compari-
son set. However, this is still an approximate, and context free, view, as there may 
be no designs in the set with both feature X and feature Y, even though they are 
both quite frequent in the set. To refine this approach, one would need to switch to 
one that is context sensitive, similar to the n-gram methods for language recogni-
tion for text [Russell & Norvig 2009]. 
 
Sluis-Thiescheffer et al. [2016] have concerns about Shah’s frequency-based nov-
elty metric: that it is relative to a specific subset of designs; it is for the conceptual 
phase; and that large datasets decrease the difference in novelty between design 
solutions. They propose a novelty threshold that adjusts to the number of solutions 
for each attribute. They rank the solutions by frequency, and take only the lowest 
25% of the distribution as novel: novel =1 and 0 otherwise, for each attribute. The 
novelty score for a design is the sum of the scores across all attributes. The thresh-
old may need adjusting in some situations. 
 
Research on estimating the novelty of patents [Kim et al. 2016; Uzzi et al. 2013] 
by using their references or technology classification codes as features, compares 
how frequently pairs of patent’s features were assigned to other patents in history 
to indicate its novelty, or how the actual frequencies vary from random. 

Comparison with individual designs vs. representative of set: 
If designs are clustered to reflect similarity then the clusters can be used to deter-
mine relevance of a set of designs for comparison, or some ‘representative of’ that 
cluster can be formed and used for comparison.  
 
Maher & Fisher [2012] use a “description space” using attribute-value pairs. They 
propose using the Euclidean distance between two designs: the square root of the 
sum of the squares of differences, assuming that differences can be made numeric.   
This spatial model allows finding the nearest neighbor (NN) design to a new de-
sign d, for example. They also suggest finding the average nearest neighbor dis-
tance for all the designs in the set, and then a comparison between that average 
and d’s NN distance will reveal comparative novelty. 
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By clustering designs, using the K-means algorithm, and by using the centroids of 
each cluster (the ‘average’ design in the cluster), a set of representative descrip-
tions become available. A new design can be compared to every centroid and dis-
tances calculated. These can be used to indicate novelty. As noted above, a new 
design might be so novel that re-clustering is required. The amount of change 
could be used to indicate novelty. 
 
There are a variety of names for, and method for, obtaining descriptions that rep-
resent sets: e.g., Prototype; Centroid; Center of Gravity; Exemplars. Exemplars are 
selected actual instances from the set, while a Prototype is an abstracted repre-
sentative. The Center of Gravity reflects the distribution of instances in the space. 
Typicality is associated with exemplars that share the most characteristics with 
other exemplars. 

9. Cognitive Science Views of Similarity 
Clearly the assessment of similarity is a key to all indicators of novelty: the intui-
tion being that more similarity indicates less novelty. Cognitive Science has a va-
riety of theories about similarity [Decock & Douven 2010; Hahn 2014]. Similarity 
reflects properties of the objects being considered; it is a relationship between two 
objects under a given description; it can be context dependent; it depends on how 
objects are represented by the agent who is judging; and the representation can 
depend on the current goals. In addition, the items being compared matter, as 
some features may become more important. Note that we see little of these issues 
reflected in existing design novelty measures. There are four main Cognitive Sci-
ence models of similarity. 
 
   1. Spatial – using continuous valued dimensions.  
   2. Featural – using binary features.  
   3. Structural Alignment – using graphs or multi-place predicates.  
   4. Transformational – using transformations, with structured  
       representations. 
 
While 1 & 2 are not able to conveniently handle relationships (e.g., to-the-left-of) 
during similarity assessment, 3 & 4 can. For a comprehensive general view of 
similarity measures see Bergmann [2002, chapter 4]. 

9.1 The Spatial Model 
In the commonly used Spatial model (or Geometric model), similarity is defined 
in terms of distance measured using a distance function (metric) over coordinate 
values on multiple continuous dimensions. Distant items should then be psycho-
logically different (i.e., dissimilar). Dimensionality reduction can be used to pro-
vide fewer dimensions while preserving the similarity relationships. Strictly, this 
approach actually measures the degree of dissimilarity of objects in the space. The 
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relative similarity can be indicated by comparing distances; absolute similarity 
can be indicated by using a predefined fixed threshold value. 
 
The model not only needs selection of relevant properties to act as dimensions but 
also their weighting in a context dependent way. A distance function is also re-
quired, and possibly also a threshold value. 
 
The Spatial model often does a great job of matching behavioral data, but human 
behavior violates the underlying axiom that the distance from A to B to be the 
same as from B to A. Note too that people may judge typical members of a cate-
gory to be less similar to atypical members, than if the comparison is done the 
other way around. 
 
The refined geometric model [Gardenfors 2004] is a modification of the spatial 
model, using multiple metric similarity spaces (e.g., color space; 3D Euclidean 
space; shape spaces; temporal space), and is known as conceptual spaces.  The as-
sessment context activates a subset of those spaces.  This model addresses objec-
tions to the basic spatial model. 

9.2 The Featural Model 
This model assumes that objects are represented by sets of binary features (e.g., 
small; square; red). The set of features used is normally a subset of all the object’s 
properties. The features selected will be dependent on context and purposes, and 
can change between comparisons. 
 
Tversky’s “Contrast Model” [1977] makes the important observation that the simi-
larity of two objects is influenced by their differences. The three items involved 
are the common features between the two objects under consideration, as well as 
the two sets of features that are distinctive to each object: features “in A but not in 
B”, and “in B but not in A”. That is:  

 
s(a, b) = qf(A Ç B) – af(A \ B) – bf(B \ A) 

 
where q, a, b act as weights, allowing similarity or dissimilarity judgments. A sa-
lience function f allows some features to contribute more to the comparison. Dis-
tinctive features reduce the amount of similarity established by the common fea-
tures (A Ç B). The s(a, b) is called the Similarity Scale, with a family of scales 
depending on f and the weights. By using weights it is possible to reflect asymme-
tries: i.e., s(a, b) ¹ s(b, a). 
 
For directional similarity comparison the model’s weights can be set to emphasize 
the distinctive features of the New (N) item as opposed to the Existing (E) item 
(i.e., the asymmetry). However, it is reported that the asymmetry (the average dif-
ference in ratings) is actually only at about 5% with human subjects. Hence some 
researchers ignore this issue.  
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An alternative formulation to the one above is the “Ratio Model” where: 

 
s(a, b) = f(A Ç B)  /  [ f(A Ç B) + af(A \ B) + bf(B \ A) ] 

 
where this can be viewed approximately as the common features divided by the 
total number of relevant features. 
 
A problem with the featural model is that complexity plays a role in the compari-
son: note that if the features in one object are many more than the features in the 
other, due to complexity, then the number of features in (N – E) or (E – N) will be 
large and will reduce the similarity. The featural model requires a shared vocabu-
lary of relevant features in which N and E are represented, else a comparison is 
meaningless. 
 
Gomes et al. [1998] use a novelty measure with only distinctive features, as they 
are concerned with similarity as the smallest amount of difference between the de-
sign and the comparison set. Gati &Tversky [1984] showed that a few distinctive 
features ‘stand out’ on the background of many common features, and a few 
common features stand out on the background of many distinctive features. 

9.3 The Structural Alignment Model 
Structured representations include complex representations of objects, their parts 
and properties, and the interrelationships between them, not just lists of features 
or points in space. First order logic (using predicates to represent relations) or 
graph structures can be used to provide structured representations [Gentner & 
Markman 1997]. One would expect adequate representations of designs to require 
such representations.  
 
Determining differences requires finding the commonalities. Structural alignment 
requires some matching relationships between two artifact descriptions, establish-
ing some semantic similarity. It tries to build a “maximally structurally consistent” 
match across the two items, with relations and arguments in correspondence, and 
one-to-one mappings between elements. Matches “in place” (i.e., with matching 
structure) have more impact on similarity then more random matches (“out of 
place”). 
 
As an example, both a car and a motorcycle have wheels: a commonality. But the 
difference is that cars have four wheels, and motorcycles only two. Due to the 
commonality, this is an “alignable” difference. However, cars have seatbelts and 
motorcycles do not: a “non-alignable” difference. 
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9.4 The Transformational Model  
In this model, similarity is dependent on the amount of “effort” needed to “trans-
form” one structured representation into the other. Transformations might include 
feature changes and changes of value along a dimension.  This model does require 
commitment to a particular set of transformations. Simple, relevant, transfor-
mations are preferable: defining them is nontrivial. They can then be combined to 
form more complex transformations. 
 
The transformational model can handle asymmetries, and predict human response 
times. It has problems as a computational model, because there’s no simple way to 
identify the set of relevant transformations, and no simple way to decide which 
transformations to apply, or in which order to apply them.  

9.5 For All Cognitive Science Models 
All these models require decisions about some potentially psychologically rele-
vant details: e.g., dimensions, features, weights, mapping rules for alignment, or 
choice of transformations. Each has strengths, and conditions for application 
[Hahn 2014]. From a computational point of view, spatial models connect with 
clustering/classification and the use of exemplars/prototypes; structural alignment 
models are widely used in analogical reasoning; and sets of features are a common 
representational method. 

10. The Assumptions 
It appears that there may be many assumptions being made in creativity research 
about novelty evaluation. The first problem is that while there is much mention of 
novelty in association with creativity [Sarkar & Chakrabarti 2008], the field has 
yet to agree on a precise definition, or even whether a single definition will suf-
fice. There may well be an assumption that this has already been ‘solved’. 
 
There are many examples in the literature of the use of novelty scores in the eval-
uation of how creative a designed artifact is, and, by extension, how creative a de-
signer is. These estimates are mostly done by human experimenters/experts: most-
ly using variations on the same method [Shah et al. 2003]. The assumptions 
appear to be that: this method is all there is; it is accurate enough; there is no need 
to examine this issue further.  
 
There are few computational methods to estimate novelty. The utility of Shah’s 
method for computational use has already been questioned [Brown 2014b]. The 
apparent lack of use of significantly different additional methods suggests that 
there is an assumption that what we already have is sufficient. Although choice of 
method might be due to convenience. 
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Another assumption is that only a single scoring method is needed. The possibility 
of using more approximate estimates while designing needs to be investigated. 
One can imagine intermediate design decisions being guided by one scoring 
method, while a more realistic method is used to select between complete designs.  
 
In addition, it has been suggested that there are different types of novelty [Pease et 
al. 2001]. It may be that lack of investigation of these types reveals another as-
sumption. 
 
One source of information about novelty that has not been well examined is Psy-
chology: in particular the literature about similarity detection is particularly rele-
vant [Hahn 2014]. This may also reveal an assumption ¾ perhaps inherited from 
modern Artificial Intelligence research ¾ about the relative lack of importance of 
cognitively inspired approaches. 
 
The final assumption is that existing novelty scoring methods predict human nov-
elty estimates sufficiently well [Miller et al. 2017]. As novelty, and how creative 
an artifact is, will ultimately be judged by a human (often a user) there needs to be 
agreement. The work in this area has also been limited. 

11. Conclusion 
This paper was motivated by the following problems: we need more precise defi-
nitions of novelty; more methods for estimating novelty need to be used; there are 
very few computational methods; approximate novelty estimates need to be ad-
dressed; there is little discussion of types of novelty; more consideration of psy-
chological theories is needed; there is little experimental examination of the va-
lidity of novelty evaluation methods. 
 
We recommend that future research address the questions of: which method is the 
‘best’ for a particular experiment or computational system; which might be the 
best hypothesis about what human designers do when evaluating novelty; which 
method most closely predicts the evaluations of human users; and whether meth-
ods might be combined. The author believes that accurate novelty assessment re-
quires accurate descriptions, such as those reflecting structure, behavior and func-
tion in some detail. However, as I hope we have demonstrated, novelty is a 
complicated concept, worthy of a lot of additional study. 
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