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Abstract—Routers in the Internet do not perform any verifi-  the face ofrouting asymmetriesa common occurrence in the
cation of the source IP address contained in the packets, leading |nternet and 2) they are primarily a goodwill gesture andl fai
to the possibility of IP spoofing. The lack of such verification to protect the implementing domains from being spoofed. The

opens the door for a variety of vulnerabilities, including denial-of- . ) . .
service (DoS) and man-in-the-middle attacks. Currently propose '€Maining techniques either require full deployment [22] o

spoofing prevention approaches either focus on protecting only the presence of a key distribution infrastructure [23].
the target of such attacks and not the routing fabric used to ~ With an expectation of prolonged partial deployment in

forward spoofed packets, or fail under commonly occurring mind, we present a comprehensive solution to prevent IP
situations like path asymmetry. With incremental deployability spoofing in the Internet. Our work is motivated by two main

in mind, this paper presents two complementary hop-wise packet . .
tagging approaches that equip the routers to drop spoofed goals. The first is tadrop spoofed packets as close to their

packets close to their point of origin. Our simulations show that Origin as possible, while protecting all valid packets, eve
these approaches dramatically reduce the amount of spoofing in the face of routing asymmetrie3he second goal is to

possible even under partial deployment. incentivize deployment and accomplish the above filtering
without requiring any infrastructure beyond what is used in
the Internet for routing packets todal is the latter goal that
Packet forwarding in the Internet is based only on theaused us to choose practical security over provable $gcuri
destination IP address contained in the packet. This pgrmaind impacted many of the choices made in the work presented
forging of the source IP address, commonly referred to asre. An example of one of the choices is our decision to not
IP spoofing With as much as a quarter of the Internet ablese cryptographic primitives in our solution.
to spoof [1], IP spoofing is a boon for miscreants. PerhapsOur solution consists of two approaches. In the first ap-
the most well-known misuse of IP spoofing is in launchingroach,definitive packet taggingmplementing routers close
denial-of-service (DoS) attacks on critical infrastruetisuch to the end-hosts guarantee that hosts in their domain are not
as Web and DNS servers, as evidenced by backscatter angpeofing anyone from outside their domain. They signal this
sis [2], [3]. Another avenue made possible by spoofing is thiay tagging un-spoofed packets from the network prefixes they
of illegal content distribution. UDP-based peer-to-pg&2p) originate. These tags are used by the subsequent implemgenti
applications that exploit IP spoofing to mask the identity abuters on the path to the destination, which verify the tags
the sender already exist [4], [5] and it is only a matter ofdimand drop packets that are either incorrectly tagged or lack
before illegal content distribution with spoofing becomes aags when they should be tagged. This hop-wise verification
attractive proposition. process protects all valid packets while dropping all other
In light of the legal and security-related violations thapackets that attempt to spoof IP addresses from domains
are possible with spoofing, the prevention of spoofing in thbat implement definitive packet tagging. After verificatio
Internet is an urgent need. Present approaches to curbeHEh implementing router, except for the last one before the
spoofing can be broadly divided into two categoriesceback destination, re-tags the packets with a tag of its own before
techniques and prevention techniques. The traceback tefdmwvarding the packets towards their destinations. The re-
niques [6], [7], [8], [9], [10], [11], [12] can trace packeaihs tagging process keeps the number of tags each implementing
and help in identifying the perpetrators of the DoS attackeuter has to remember to just the neighboring implementing
with a high probability. These can be useful forensic tool®uters and also limits the damage in the event such a rauter i
in law enforcement but do nothing to prevent the occurrencempromised. Finally, the last implementing router towtel
of IP spoofing. Among the spoofing prevention techniquedestination is responsible for stripping off any tags cord
many focus on shielding the destination from IP spoofing,[13h the packets to ensure that the end-hosts do not steal them.
[14], [15], [16], [17]. Their shortcoming lies in the obsation We propose two methods to avoid requiring the presence of
that they fail to protect the Internet routing fabric fromany additional infrastructure to support tag exchange amon
being misused in forwarding spoofed packets. The rest wéighboring implementing routers. The first method utgize
the spoofing prevention techniques possess the ideal goabofder gateway protocol (BGP) route announcements to dis-
preventing spoofing near its source. However, among thes#ute the tags for various network prefixes. This method
the filtering techniques [18], [19], [20], [21] suffer fromv® has minimal additional overhead but fails to provide cdrrec
main drawbacks: 1) they can potentially drop valid packets tags in cases where routes are asymmetric or suppressed due
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to routing policies. For such cases, we develop a secoAd Decision Process at a Deploying Router

technique, called theecursive router challengethat facili- A domain deploying definitive packet tagging first has to
tates the learning of tags for prefixes on-demand. Under thisiect the routers whose functionality will be enhancece Th
technique, which is modeled after thceroute[24] utility, set of routers should be selected so as to guarantee that ever
a router issues challenges of increasing depths upon megeivyacket that either originates from that domain or entersilit w
an unexpected tag. pass through at least one deploying router. In a typical doma
The second spoofing prevention approaiéductive packet routers running external BGP (eBGP) act as border routers.
tagging complements the definitive packet tagging approadthus, eBGP routers are a practical choice for the enhanced
and is useful under partial deployment scenarios. Unden@edfunctionality. Each deploying router independently piekbit
tive packet tagging, deploying routers can verify and taffit  string for each of its interfaces. This string is used to tag
from nearby legacy domains that do not deploy definitieackets leaving the roufer
packet tagging. We develop a technique caliedt probingto  Figure 1 depicts the decision process at a deploying router.
allow routers deploying deductive packet tagging to le&n tFor traffic originating from within the domafn the router
validity of traffic before tagging it as valid. The host progi uses knowledge about the prefix ranges belonging to its own
technique is a variant of th@CP intercept[13] technique domain to drop spoofed packets. For packets arriving from
which many routers implement today. In our technique, th&ther domains, the deploying router first checks if it has any
implementing router interferes with the TCP handshake preag records stored for neighboring routers, possibly ipielti
cess of a randomly chosen host to verify tags for a networkcords for each [source address prefix, incoming intefface
prefix. However, unlike the TCP intercept, a host probingair. (Multiple tags can exist for each [source address xyrefi
router does not attempt to stitch the subsequent part of thgéoming interface] combination due to multi-homing and
TCP connection. load balancing. Our approach allows routers to learn and
Our approaches drop spoofed traffic near its origin arsfiore all such combinations, ensuring correct operatian ev
prevent attacks not just on the end-hosts, but also on tinethe case of path asymmetry, multi-homing, load balancing
Internet infrastructure. Further, they incentivize depbent or pathologies, such as route flapping. We discuss how tags
by protecting the deploying domains from being spoofed. W# neighboring BGP routers are learned and where they are
examine various aspects of our solution using GT-ITM [25tored in Section 1I-B.) If no tag records exist, the routas h
topologies and Skitter data [26]. In particular, we find fof-G no means of distinguishing a spoofed packet from a packet
ITM that when a merd 0% of the domains deploy definitive that comes from a domain that does not implement definitive
packet tagging44% of networks are prevented from spoofing @acket tagging. Such packets are forwarded as they would be
deploying system. The results were even more encouraging teday. If at least one tag record exists, the packet mustgont
Skitter data, where at0% deploymentg83% of the networks a valid tag. The packet is considered spoofed (and is drgpped
could not spoof a deploying network. When deductive packiétthe tag contained in the packet either does not match any of
tagging was used as well, the legacy networks that encathtethe tags stored at the router or if the packet lacks a tag when
a deploying router were further limited in their ability tpaof. it should have one
The rest of this paper is organized as follows. In Sections || Each packet that passes the above check is forwarded.
and Ill, we describe the proposed approaches. Deploym&gfore forwarding, the router strips the existing tag. Also
considerations are addressed in Section V and Section t¢ event the router knows that the packet would encounter
highlights related work. Evaluation of the proposed apphes another implementing router while en-route to the destnat
is described in Section IV. Finally, Section VII concludégt the local tag corresponding to the outgoing interface isqua
paper. in the packet. The process of tag stripping and conditional
re-tagging ensures that the end-hosts receiving the Fadket
not steal router tags, which can be misused for spoofing. In
Il. DEFINITIVE PACKET TAGGING Section 11-B, we discuss how the routers find out whether
another implementing router would be encountered in thie pat

Routers deploying the definitive packet tagging approaghward destination and where this information is stored.
verify that the source address contained in each incoming ) )
packet is not spoofed before they forward them towards th&r Learning Tags and Deployment Status of Neighbors
destination. (These, and the other changes required to th&ach deploying router needs to know two pieces of infor-
router functionality, are summarized in Section V.) The ofés mation for processing incoming packets: 1) the tags of neigh
the routers in the Internet, including some even in deplpyin - _ et 1o be tadaed twice whilersing

: : is process may require a packet to be tagged twice whilersiag the
domains, Qontlnge to forward pac_kets as they do todgy. Vél§ne AS. While this may seem unnecessary, this results in adiraitepe
now describe various aspects of this approach. Through@ut tof each tag, which results in greater security.
paper, we assume an adversarial model where any number 6Ed_ge routers have different interfaces for traffic origimgfrom within the
end-hosts can be compromised but the routers, in geneeal, §main and the traffic entering the domain from outside. Trhase routers
. L . can easily distinguish between these two types of traffic.

trustworthy. The implications of untrustworthy routersare

: : i 3packets containing source or destination IP addressesifneatid prefix
discussed in Section V. ranges should be dropped by each router and it is possible tbtdday.



+ Originated within
Outside

T T ¢ domain
ag(s) for source Atrafﬂc Source address | No PACKET

address's preflx <4 Packet Arrives | WIthII’T domain's DROPPED
range exists? prefix range?

*Yes No ¢Yes
Yes | implementing router ‘VES packet contains
Re-tag packet l{— h i
g p present on patl l a valid tag? PACKET No Implementing router

o
towards destination? FORWARDED present on. pth
Invalid or towards destination?
A ¢N° missing
y Yes
PACKET Strip tag PACKET
FORWARDED DROPPED Tag packet

Fig. 1. Flow chart of the definitive packet tagging process.

boring deploying routers (these are the tags incoming gackeendors. This allows creation of apaque extended commu-
would contain) and 2) whether the packets would encounteity with a 48-bit value field. This value field could contain the
another deploying router on the path to the destination (ftag used by the last deploying router and its 1-bit deploymen
deciding whether or not to put its own tag in outgoing pacdketsstatus. If better security is desired beyond the 47-bit,tags
Various options exist for learning tags and deploymentustatdeploying router could use the value field to send its own IP
of neighboring routers, such as those proposed for securaddresses instead, allowing the next deploying router id se
BGP [27]. However, they all require additional infrasturet, a special packet directly to learn the tag.
which could hinder deployment. Consequently, we proposeThe use of EXTENDED COMMUNITIES attributes allows
two methods for gathering the required pieces of infornrmatiofor a peaceful co-existence with legacy routers. Because
These methods are described in Sections II-B.1 and 1I-B.2these community attributes are optional and transitivgads

An important consideration is that of storing the informati systems would simply ignore this extra information, bull sti
gathered about deployment status and tags of neighborprgpagate it further when re-announcing routes.
routers. Various options exist: The routers can store the de Though elegant and simple, the BGP route announcements
ployment status for each destination prefix in the forwagdirfail to distribute the required information among neighibgr
information base (FIB) by simply incorporating an extra bideploying routers in two scenarios. First, under asymmetri
The FIB is an obvious choice because this information meuting conditions, the tags and arrival interfaces ledrne
needed while forwarding packets, during which the FIB mould be incorrect (though the deployment status will §tél
consulted anyway. However, the FIB is not suited for storinigarned correctly). Second, the suppression of route amw®su
tags of neighboring routers because multiple tags can exisénts due to route export policies can prevent routers from
for each [source address prefix, incoming interface] combinannouncing certain routes to other routers. This can pteven
tion. This will complicate the current FIB forwarding, whic deploying routers from receiving the required information
expects just one entry for each prefix unless load balancialgout many prefixes. To overcome these limitations, we have
is in use. For storing the tags of neighboring routers, wdeveloped theecursive router challengeechnique, which we
introduce an additional data structure, called thg table describe next.
which is consulted for each incoming packet. This table igve 2) Recursive Router Challenges The recursive router
similar to the FIB and even indexed by network prefixes. Thghallenge technique allows a router to learn the deployment
only difference is that the tag table stores incoming igiegs status and tags of its neighboring deploying routers on-
and tags corresponding to each prefix instead of the outgoitgmand. Short of knowing the routing policies of its neigisho
interface as the FIB does. the best way to learn this information is at the granularity o

1) Leveraging BGP Route AnnouncementsBGP an- the source address prefixes contained in incoming IP packets
nouncements are primarily used to convey the autonomousie model the recursive router challenge technique after the
system (AS) path information for the announced preraceroute[24] utility. In order to verify the tag corresponding
fixes. However, BGP also supports the COMMUNITIES ato a [source address prefix, incoming interface] pair, aeout
tributes [28], which are widely used for implementing pwlic creates a UDP packet with depth field and nonce value.
routing. These attributes could be used to distribute tagk arhe source IP address in the packet is that of the initiating
1-bit deployment status among neighboring deploying msuterouter and the destination address is that of a random host
Unfortunately, the basic COMMUNITIES attribute is orfg in the prefix range whose tag is to be verified. Choosing a
bits in size and many of the values are already standardizemhdom host minimizes the risk of an attacker trying to fool
This leaves us with very few usable bits and hence very littteuters into learning tags when no deploying router exists i
security. As a result, it is not a compelling option for taghe path. The random nonce value is used to prove the liveness
distribution. of the challenged router's response. Each deploying router

Fortunately, BGP also allows for EXTENDED COMMU-that encounters this UDP packet decrements the depth field
NITIES attributes [29] which are now supported by all majobefore sending it towards its destination. However, if teptt



becomes zero when decremented, the receiving router swhlosts not covered by these scenarios can issue challenges.
the source and destination IP addresses in the packet ated robdlowever, as our simulations later show, information gattier
the packet as it normally would. When the swapped packbrough such challenges are not useful in a vast number of
travels to the initiating router, it follows the path packethose cases.
tag is to be verified would have taken and thus contains the tag
of the last deploying router. This allows the initiating teu C: 129 Theft
to validate the intended tag even when routes are asymmetricOur discussion thus far indicates that tags need to be
Just as in the case @faceroute the initiating router starts available only to legitimate routers. While ideal, there are
with a depth field of one and increments up to a fixedircumstances in which tags can be stolen by malicious users
maximum configured valddf the tag it receives in reply to the We now briefly explore ways tags can be stolen.
challenge does not match the tag it attempted to verify. Bdyo Tag theft can occur in a few different ways. First, a compro-
the maximum possible value of the depth field, the initiatanised or malicious router could publicly share all of thestég
assumes the lack of an implementing router and assumes #egs. Second, end-hosts in edge networks without a degloyin
the tag it set out to validate was incorrect. router may be able to see some tags. When sending packets,
Clearly, while a router is verifying the tag contained in @dge network routers will tag packets unless they know the
packet using the recursive router challenge technijeannot destination network lies on a path without a deploying route
hold the incoming packédtecause this could incur large delaysThis is required since edge routers do not have full deployme
To avoid this situation, definitive packet tagging operatesatus information. If another deploying router exists ba t
in two modes: astart-up mode in which no packets are path to the destination, it can remove the tag. Otherwise, th
dropped and each tagged packet is re-tagged, astdralard packet reaches the destination network with the tag in pkice
modewhere the router has learned all the relevant tags atitis point, it is trivial for the host to “steal” the tag. A vant
deployment statuses. The start-up mode allows a routerao this second approach allows end-hosts to proactiveleiss
avoid dropping valid traffic immediately after booting. Theecursive router challenges to these destination netw@s
standard mode can be used to prevent spoofing once the roatgin, the challenge must traverse an all-legacy path éefor
has been operating long enough to accumulate an extensmaching a compliant router in a different edge network.
amount of information. While tag theft is clearly undesirable, it would not im-
Determining when a deploying router can transition frormediately undermine the approach as a whole, as we show
start-up to standard mode would largely be an engineeriitg Section IV-C. Intuitively, tags have only local signifi-
decision. An approach similar to tiet standbyprotocol [30] cance, since each tag is specific to a given router's out-
can help a faster transition to the standard mode if routgeing interface and because each compliant router perfams
are booted up with the necessary information about tags aadging. Accordingly, the network topology and packet irogit
deployment status (such as from a previous run in case osignificantly curtails the number of hosts that can abus@a ta
reboot). Alternately, the core routers could track the petage should it be stolen.
of packets (later confirmed as valid) that would be discarded
by switching to standard mode. When this percentage drops Il DEDUCTIVE PACKET TAGGING
below a certain percentage (e.9.01%), the router would  The definitive packet tagging approach reduces spoofing by
transition to standard mode. preventing deploying networks from being spoofed and from
We note that recursive router challenges are required origing able to spoof addresses. However, it does nothingrbo cu
when a route changes. Typically, when a route change occut® spoofing of IP addresses belonging to legacy networks,
the new route is selected from a small number of alternaighich can happen when definitive packet tagging is partially
routes, such as when route flapping occurs [31]. If our ageployed. To limit spoofing attempts by legacy networks, we
proach learns each of these alternate routes, due to pseviptopose an optional and complementary approach calked
route changes, when future route changes occur, they will fuctive packet taggindo be deployed by the same routers that
result in the loss of legitimate packets. Additionally, whewould deploy definitive packet tagging. The deductive packe
route changes are detected by BGP, routers could tempgoratélgging approach allows near-by upstream deploying rsuter
drop into start-up mode to learn any new tags that result fraim verify and tag a legacy network’s traffic. This approach ca
the change. provide significant spoofing protection by exploiting theetr
An important concern is malicious hosts issuing routdike branching of edge networks; a single edge router near th
challenges to learn router markings. Routers deployingideficore can provide most of the benefits of the definitive apgroac
tive packet marking prevent such occurrences from hosts @ numerous edge networks.
their networks by dropping packets containing recursivgen Before a router can tag outgoing packets deductively, it
challenges. They also drop such packets if they know they aigeds to determine the valid prefixes from which un-spoofed
the last deploying router on the path to the requester'sxrefpackets can arrive. This task was trivial under definitivekea
4 . . . tagging because routers knew which prefixes could originate
o _The maximum valu_e would be configured much Ilke_ how hosts chonse? . . . . ..
initial TTL value in their packets: the value should be bigegh to reach the TOM their domains. However, it is not simple to determinis th
destination but small enough to give up after a reasonable eunfitries.  information for traffic originating in other domains. To éif



valid prefixes belonging to legacy domains, we propose a tecrhis information includes the source IP address and the
nigue calledhost probing which we describe in Section IlI-A. sequence number the router placed in its SYN+ACK packet.
After verification, the router adds the [verified source a&ddr This 8 byte value would be stored for a few round-trip times
prefix, incoming interface] combination to its tag tabletw@# from the initiating host before being expired. Even if seer
blank tag. Any un-tagged packets arriving from a prefix antiousand host probes are being conducted simultaneohsly, t
interface that has a blank tag table entry would subseguenthemory required to store the relevant information is only of
be tagged deductively. Subsequent deploying routers wotllek order of a few tens of KBytes. Further, to completely dvoi
verify this tag as if it were a definitive tag. saving state, the SYN cookie approach could be used [33].

i i While the neighbors of a deductively tagging router would
A. Host Probing Technique often be able to use the BGP communities and recursive router

The host probing technique is a variant of the TCP intercegiiallenges to verify the deductively tagging router, thare
technique [13] which is deployed by many routers in theases where this could fail and the neighboring routers avoul
Internet today. In this discussion, we focus on TCP for edsegeed to resort to using the host probing approach. Spedjfical
exposition; however, we note that our approach can be adopiea legacy AS is multi-homed, a recursive router challenge
to any protocol that has a request-response nature. In T@By be unable to elicit a response that returns using the
intercept, a local router at the receiver mimics the deitina secondary route. In this case, challenging router musgaast
host and performs a TCP handshake with the sender. If th&ort to a host-probe on packets arriving using the secgnda
handshake succeeds, it becomes confident that the sendeouse.
indeed interested in a two-way connection. At that time, the We note that the host probing technique is a last resort; it is
TCP intercepting router “stitches” the connection betwden used only used with legacy domains and only when BGP does
sender and the receiver. The stitching process requires g provide sufficient information about the available presi
router to be involved throughout the duration of the connegurther, the host probe only needs to be issued once per prefix
tion. Host probing differs from TCP intercept in that thete&u to confirm availability. Because host probing will be infoempt
does not perform connection stitching, avoiding the co$ts and because it exploits connection establishment, weveelie
long-term connection mapping. Instead, it immediatehetes it would be low overhead and would not pose a significant
successfully verified connections after the TCP handshakgrden for end-hosts.
stage. This interferes minimally with connection perfonoa
because the source can simply retry the connection. V. EVALUATION

In particular, in host probing, for each selected TCP SYN .
packet, a deploying router interferes with the connection W€ €valuated the proposed approaches for 1) their effec-
establishment by mimicking the packet's destination: ieglo lVENess in preventing spoofing, 2) the extent of tag theft
not forward the original handshake packet to the destinati@®SSiPle and the extent to which stolen tags can be used
and instead sends a reply packet with both the SYN and % spoqflng, and 3) the overheads mpurred by deploying
ACK flags set. The router then awaits a reply to the packet SAUL€rs in learning tags of other deploying routers. The key
the interface the SYN originally arrived on. If a reply retar results f"’”? our analysis are: _l) deductive and definitive
within a timeout, and the acknowledgment number correctRRCKet tagging approaches effectively prevent legacy orsv
corresponds to the sequence number the router previously sE°M Spoofing deploying networks even at low deployment, 2)
the router issues a RST packet to the source and record€/g" If nétworks steal tags (and share them), only a small
blank tag as valid for the prefix on the given interface. A Tcpercentage is actur?llly able to misuse 'stolen tags, and 3) the
connection would then attempt to retry the connection. &,[3 °Verheads for learning tags are proportionate to the numiber
the authors find resets in 15-25% of the TCP connectiofd€IXes to which routers send traffic.

Since host probing is designed to be a rare event, our teadni
is unlikely to significantly impact this rate.

Deploying routers probabilistically decide which destioa We conducted our simulations on transit-stub GT-ITM [25]
address to target for host probing. This is to avoid learnirggaphs of sizesl0, 500, 21,000, and 31,500 routers; and
incorrect prefixes from packets generated by a determinidernet topology maps of siz&), 000 routers, obtained from
attacker. Finally, the host probing technique relies upontle ARIN site of the Skitter project [26]. The GT-ITM tool
protocol handshake to succeed. While it is possible thatgeouped the routers into domains, which we used to make au-
network will never send traffic with handshakes, this scenartonomous systems (ASes). For the Skitter graphs, we grouped
is unlikely given the current ubiquity of connection-oried the routers into ASes by their respective /24 prefixes. Fohea
protocols. If no handshaking protocols exist, echo regestopology, we varied the percentage of the compliant ASes to
such as those using ICMP, would be sufficient to verify a hogtimulate different levels of partial deployment in the hniet.
However, if such approaches failed, manual configuration @fe used an AS-level granularity because adoption is likely
valid prefixes would be required. to occur at this granularity. All routers within a deploying

Finally, when performing a host probe, a router must stoS were assumed to be deploying. All routers used a basic
a small amount of connection information for a short perioghortest-path first algorithm to construct their routinglés.

%\. Simulation Configuration
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Fig. 2. Percentage of networks that are abléig. 3. Percentage of networks that are abléig. 4. Percentage of networks that are able to
to spoofno oneg only legacy networks, andall  to spoofno one only legacy networks, andall  spoofno one only neighboring legacyhetworks,
networks under definitive packet tagging (10,50thetworks under definitive packet tagging (70,00ther legacynetworks, andall networks under
node GT-ITM topology). node Skitter topology). deductive packet tagging (10,500 node GT-ITM

topology).

Since the functionality of core and edge routers differs & spoof a deploying network and 80% deployment,97%
times (e.g., edge routers do not store the deployment statfisnetworks cannot spoof a deploying network. Higher than
beyond their FIB entries, implying that they re-tag all petsk that, almost no networks can spoof deploying networks. The
when using their default routes), we labeled some routers rasults were similar for other GT-ITM topologies and diéfat
core in our simulations. The rest were assumed to be edgstimates of the core.
routers. The core was defined dynamically based on a percentNext, we evaluate the effectiveness of definitive packet
age of the path length from the source to the destination. Weyging on Skitter topology data. The results of this sirtiola
varied the core percentage. The non-core routers on the paitha graph with &0% core estimate are shown in Figure 3.
were equally divided as source and destination edge routefRe graph was much larger in size, requiring us to limit our
In particular, we assumed that the first set of routers on teampling tol, 600 (source, destination) samples for each data
path to destination were source edge routers, the next set waint®. The results on the Skitter topology were better than
core routers, and the final set was destination edge routerghose obtained for GT-ITM graphat a merel0% deployment,

about83% of the networks cannot spoof a deploying network
B. Effectiveness in Preventing Spoofing This is obtained by summing the percentage of networks that

We examined the effectiveness of both the definitive aif@n SPOofno onebecause they deploy and those that can
deductive packet tagging approaches for both the GT-ITRPOOf just théegacysystems. AB0% deployment99% of the
and Skitter topologies. We classified networks into thré?etworks are unable to spoof deploying networks. At greater
categories: those that can spauf one those that can spoof [€vels of deployment, almost no networks are able to spoof
legacynetworks (but not deploying networks), and those th&€Ploying networks. The reason definitive packet tagging is
can spoof both legacy and deploying network)( more effective on tlhe Skitter graphs than.on the GT—ITM

Figure 2 shows the effectiveness of the definitive pack8faPhs has to do with the number of ASes in the topologies.
tagging approach for 40,500 node GT-ITM topology when The mask we applied to the Skltter graphs resulted inan
the core is estimated #0% of the network. The results are@Verage og.4 routers per AS, causing more ASes to be picked

based orB, 200 random samplings of source and destinatiof? @n average for each deployment percentage than the GT-
pairs. The95% confidence intervals for the mean valueT™ graphs. The GT-ITM graphs on the other hand had about
presented in Figure 2 varied between.00% and-+1.03% of 10 routers per transit AS and abodirouters per stub AS.

the mean. In particulagt 10% deployment, about4% of the We also evaluate the effectiveness of the deductive tagging
networks are prevented from spoofing deploying netwddks approach, when it is applied in conjunction with the defuaiti
thesed4% of networks,10% (the topmost region in Figure 2), t2gging. Figure 4 shows its effectiveness in spoofing preven
can spoofno one because they deploy. This is the sam#on in a 10,500 node GT-ITM graph with a core estimated
percentage as would be prevented from spoofing in the c&ef0% of the network. These results are based 3200

of ingress filtering a simple scheme that filters packets wit@hdom samplings. At0% deployment44% of the networks
forged source IP addresses near the packet’s source. The 3& Prevented from spoofing deploying networks. This result
of the 34% of the networks (the middle region in Figure z)is the same as that for definitive packet marking with a subtle
can only spoofegacynetworks, not the networks that depbydifference. Of the14% of networks,10% (the topmost region
definitive packet marking. Even with such limited deploymenin Figure 4), can spoofio onebecause they deploy. Another
deploying networks attain significant protection from refte 15% (the second from the top region in Figure 4) of the
attacks. Comparatively, ingress filtering would only plohi

implementing domains from Iaunching such attacks. SWhile our analysis was limited to fewer runs than in the GT-ITkgh,
Th Its | t higher debl t I.Ehe results were largely unchanged when increasing front@40600 sample
e results improve at higher deployment percentages. pgrnts. Accordingly, we believe that future trials are kaly to significantly

example, at30% deployment,85% of networks are unable impact the results.



legacy networks can only spoagkighboring legacynetworks. packet tagging. To be realistic about how much deployment
These are the legacy networks whose traffic is aggregatatbrmation edge routers will be able to maintain, we assume
before reaching a router that tags packets deductivelyh&uyr that if the path to the destination is less than four hops in
another19% can spoof allother legacynetworks. These are length, the destination is close enough that the sourceanketw
the legacy networks that either do not encounter a deployimguld not have to rely on its default route to reach it.
router, or encounter one that does not tag deductively. ThisFigure 6 shows the results of the simulation on(a500
is an improvement over definitive packet tagging approactode GT-ITM graph for various percentages of core routers.
where 34% of the legacy networks could spoof other legacfach data point represents an averag8,@b0 random sam-
networks. The results improve for higher deployments3@%  plings. At10% deployment55% to 67% of the networks can
deployment, about0% of the networks can spoob one 25%  steal a tagAt 30% deploymentl14% to 25% of the networks
can spoof onlyneighboring legacyouters, and0% can spoof can steal a given tagAt 50% deployment, only2% to 7.5%
all other legacynetworks. The corresponding numbers36f, of the networks can steal tags. At greater deployments, tag
deployment weré0%, 35%, and10% respectively. The trends theft is possible less thah5% of the time.
were similar for the Skitter topology and the corresponding .
graphs are omitted due to space constraints. 0%

In Figure 5, we show the benefits ori@, 500 node GT-IM 60%&\
topology when ingress filtering and our deductive approach g 30% 1~ \\\
are applied cooperatively. In this graph, 70% of ASes are % 40% \\\

-

randomly selected to deploy ingress filtering. Additiopall o 30%
we independently randomly select varying percentages of< oge,
deployment of our deductive approach. Where the two groups§ 10% |
overlap, we just consider them to be deploying our approach,% o =
since ingress filtering is a component in our technique. &hes & 10% 30% 50% 70% 90%
results are based dt2, 000 random samplings of source and Percent Deployment

destination pairs. We note that a substantial ingressifitier
deployment simply results in a greater percentage of system
unable to spoof at all. When combined with 70% ingress Fig. 6. Percentage of networks that can steal a tag.

filtering deployment, at 10% deployment more than 83% of

networks are unable to spoof a deploying system. At the sameNot all stolen tags can be exploited. Even if a host suc-
deployment, this percentage wdg% under just deductive cessfully steals a tag used by a given network, it must be
filtering. Further, at 30% deployment, more than 95% dbpologically situated so that its own packets (containing
networks are unable to spoof a deploying system. the forged tags) would be aggregated with the legitimate
network’s traffic before encountering a deploying routee W
now examine the percentage of networks that can successfull

| Tags

¢ 80% Core W 60% Core A 40% Core M 20% Core

« 100% ) :
S ° send forged packets with stolen tags. We do so by assuming
& 75% varying amount of collusion among networks that possess
2 stolen tags.
[0}
= 0,
g 50% 70%
8 25% 60% TN
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Fig. 5. Percentage of networks that are able to spmobne only legacy
networks, andall networks under deductive packet tagging with 70% of the
network deploying ingress filtering (10,500 node GT-ITM atygy).

¢ 10% Collusion m 60% Collusion 4 100% Collusion

C. Extent of Tag Theft and Exploitation of Stolen Tags Fig. 7. Percentage of networks that can abuse a tag, assumgiem
percentage know the tags.

Since edge routers do not maintain deployment status for
packets that travel on the default routes, end hosts cah stedigure 7 shows the percentage of networks that can abuse
tags. We now measure how often the end hosts will hags for10,500 node GT-ITM graph. Assuming00% collu-
able to learn tags for deploying networks under definitiveion among tag stealers, Hi% deployment6% of networks



A DEG | L | DEP P R # RRCs

can abuse a given tag. This drops 26% at 30% deploy- 14% T 189 10% 31752000
i 14% | 1.89 30% 95,256,000
ment and unde”% at 50% deployment. At70% or higher 1% | 189 0% oD
deployment, less than 1% of prefixes can effectively abuse a 14% | 1.89 | 15 | 70% | 180,000 | 100,000 | 222,264,000
R H it 14% | 1.89 90% 285,768,000
given tag. The abuse drops considerably under more realisti 30% | 189 100 68,040,000
abuse settings. For examplé,10% of the Internet colludes 14% | 2.50 10% 42,000,000
to exchange information about stolen tags, the amount of TABLE |

tag abuse that can occur is undé&%, even at onlyl0% NUMBER OF RECURSIVE ROUTER CHALLENGES FROM VARIOUS INPUTS
deploymentThese results lead us to conclude that while tag
abuse will occasionally be possible, it does not pose a fisk o

undermining our solution.
to the number of links they must traverse. The number of hops

D. Overhead Analysis a challenge must travel is characterized2§<% . For example,

We now analyze the overheads associated with learning t¥4& @ degree of asymmetry df89 and 30% deployment, a
under definitive packet marking, assuming that the routef allenge would have to traverse 6.31 links before reaching

learn deployment status only via BGP announcements. \f@¥/ter past the point of asymmetry. Since a router challenge
assume the following inputs: will be successful typically before a round-trip time beéme

end-hosts, connectivity will be restored to legitimatefipes
before a time-out occurs in any connection-oriented pa$oc
» degree of asymmetry (DEG) - the average number of hog&he end-host. Therefore, the lost connectivity couldpgym

that are asymmedric when asymmetry occurs, be interpreted as temporary congestion by the end-hosis. Th
o average path length (L) between a given router and a . :
destination host reduces the impact of the recursive router challenge approa

o and percent deployment (DEP). V. DEPLOYMENT AND OTHER PRACTICAL

Assuming no route suppression, the percentage of time CONSIDERATIONS
that BGP announcements fail to distribute the tags due 40 Changes to Router Functionality
asymmetry can therefore be expressedias 2£< x DEP.
This failure is less tha@% for each level of deployment. Each
time router announcements fail, a recursive router chgden
must be attempted. This must happen for each core rou

andl ft(_)r ﬁach net':/r\]/orlf( I:oreflx. A(%i.'tn’ thl'.s catn.be modelei e recursive router challenges and host probing techsique
analytically given .e oflowing additional inpu S: _ requires maintenance of new data structures. Each of these
« number of prefixes (P) - the number of prefixes to whicBhanges are in the control plane, which is not directly ined|

o percent asymmetry (A) present in the network,

Our approaches require several changes to the functignalit
of deploying routers. Exchanging deployment status and tag
sing BGP requires the introduction of new BGP COM-
ONITY values. Learning tags and deployment status using

a router can send traffic, in packet forwarding. Thus, they are unlikely to require any
« and number of routers (R) - the total number of BGRhanges in router hardware.
routers present in the Internet. While our scheme requires changes to BGP, the alterations

The recursive router challenges comprise the main overe minimal. Further, only deploying systems have to make
heads since the tags learned through BGP route annoureey of those changes. The rest of the Internet can continue
ments are essentially free. Using the above inputs, the- ovier function as it does today. Several other research pmoject
heads of the recursive router challenges can be expressethag proposed changes to BGP as well, with many being
A x % x DEP x P x R. Table | shows the Internet- much more invasive than our own [27], [36], [37], [38], [39],
wide estimated number of recursive router challenges (RR@40]. Additionally, the BGP COMMUNITY and Extended
under varying degrees of deployment using this equation. \B®MMUNITY values were added to BGP for communicating
choosel14% and 30% as estimates of asymmetry, based oaptional information through the protocol, so it is readuea
prior work analyzing asymmetry [31], [34]. We consider @o leverage them for this purpose.
weighted average of the degree of asymmetry in the InternefThe routers must also incorporate changes in the data plane
from [34] for our DEG input. Further, we used an estimate adn order to incorporate the required per-packet processing
the number of FIB prefixes indicated in [35] to estimate thim our scheme, routers determine the deployment status of
number of network prefixes. While the overheads for learnireg destination prefix by checking an extra bit in their FIB.
tags at higher deployment may seem high, the average numifeset, the router must write the tag associated with the
of challenges per router are is relatively small (about 8 8®utgoing interface into the packet. Since this informatisn
challenges at 90% deployment) and can be distributed ovesraall, this can be accomplished using fast, dedicated memor
period of time to prevent bursty traffic. Finally, router lookup functionality needs to be enhanced a

Another concern about recursive router challenges is thell. In particular, the source IP address of each incoming
amount of time that will be required while waiting for apacket is tested for spoofing, using a tag table, before rgakin
response. Assuming they are processed quickly by the syuter forwarding decision. This feature is similar to the other
the amount of time required to perform a challenge is relatedrrently proposed techniques that filter spoofed IP adéses



near their origin [18], [19], [20], [21]. Each of these chasg of specific IP options in the next design cycle. Another aptio

will likely require changes in router hardware. is to reuse unused IPv4 header fields. This has been done by
Some core routers may simply be unable to bear the costher researchers [12] but requires redefinition of fieldshay

associated with a tag table lookup. These routers couldadst IETF to be deployable.

be only partial participants: they would not verify the tags . )

in packets or re-tag packets. Instead, they would simplp stP- Efficient Storage of Extra Information and Tag Theft

existing tags from packets in which the associated deplogmd&@mifications

status bit is not set. This would help in reducing tag thefievh ~ As mentioned in Section I, the 1-bit deployment status of

posing only a minimal burden. neighboring routers is maintained in the FIB. This scheme is
_ well suited to core routers since their FIBs already contain
B. Threat Model and Router Compromise entries for all Internet prefixes and the addition of 1-bit

When we consider the threat of IP spoofing, we focus on @eployment status would not alter the number or size of FIB
attacker attempting to overwhelm a given target. This biginaventries. However, the edge routers normally only contaieva f
is consistent with the goal of DoS attacks. The proliferatioFIB entries to specific (nearby) network prefixes and rely on
of worms and botnets makes collusion among end-hosts omne default routefor the rest of the prefixes. If they actively
creasingly likely. Accordingly, in Section 1V, we modelduet seek deployment status corresponding to all Internet ®fix
extent that end-hosts can steal tags from routers that késk their FIB table size could grow prohibitively large, hugin
information due to incorrect deployment assumptions.Hart lookup speeds. An option to avoid this scenario is to have
we showed the extent in which malicious hosts can expldhie edge routers restrict storing the deployment inforomati
this information, with varying degrees of collusion. We @otto only the specific network prefixes contained in their FIB.
that even if all the router tags are completely public, at 30%his choice implies that the edge routers sending trafficavia
deployment, only 26% of hosts can abuse a tag. default route cannot be sure whether to tag/re-tag the packe
We stated that our adversarial model assumes that hdtthey do tag their packets, they cannot be guaranteed that
could be compromised but routers, in general, are not cotheir packets will encounter a deploying router before hirag
promised. If however, malicious routers are present, our a@pe end-host. And if none is encountered, the end-hosts can
proaches degrade gracefully. In particular, malicioustexsu steal router tags. We find in our simulations that the poliyibi
could divulge tags of their neighbors and/or add valid tags of exploiting tags stolen in this manner is difficult, makitige
spoofed packets. savings worth the small amount of risk. The size of the tag
Exposing tags of the neighboring routers to malicious useeble depends on the prefixes that edge and core routergeecei
can only do limited damage because the tags only have lotalffic from.
significance due to hop-wise tagging. Therefore, if a rquter )
A, gives the tag router B uses when sending via interface & Changing Tags
to a group of malicious hosts, these malicious hosts wouldRouters should frequently change their tags for security
have to produce packets that would traverse a legacy pathpypposes. A simple approach would be to switch from the
to where they are aggregated with traffic leaving router B@d tag to the new tag. In time, adjacent routers would learn
interface X. Our simulation results show that this is a dific the validity of the new tag for each prefix on the given
task, especially as deployment increases. interface. Unfortunately, this means that for routers apeg
Tagging spoofed packets with legitimate tags also does riotstandard mode, all traffic with the new tag would be dropped
permit arbitrary spoofing. This is because subsequentnoutantil the receiving routers successfully verified the paske
toward the destination check the validity of any new [sourc® more compelling approach is for routers to use one-way
address prefix, tag] pairs and a malicious router could onfyash chains [41], [42] to facilitate more rapid tag changes.

add valid tags for the legitimate prefixes it forwards. Hash chains allow a deploying router to generate a prabtical
) infinite chain of tags. The end of the hash chain is then used
C. Tag Format and Location as the first tag. Changing tags is easy under this scheme

To avoid cryptographic overheads, we assume that a tag isecause the sending router can simply switch to the next tag
pseudo-random bit pattern that each deploying router gégeer in the chain, while the routers receiving traffic can stileus
in advance for each of its interfaces. This tag is used foh eathe previous element in the chain to verify the new value.
packet sent through the interface. Though tags do not need’he hash chain technique raises the possibility of an agtack
to be globally unique, they have to be large enough to avajgiessing the next element in the hash chain, causing down-
being guessed by adversaries. As an examplé4 &it tag stream routers to incorrectly believe a tag change hasdgirea
would force an adversary to enumerat@2 x 10'® tags, on occurred, resulting in legitimate packets being dropped. A
average, before correctly guessing the tag. simple heuristic could foil this attack: routers accepthbtite

The most obvious place for tag placement is the the Bd and new for a short period of time; if the vast majority of
options field in IPv4 and IPv6 headers. Router vendors hathe traffic using the chain would be dropped by the transition
been using ASICs extensively for speeding up router lookufie router can continue to use the old tag. Further, as itetica
and it is now possible for them to incorporate faster praogss earlier, the chances of guessing the next tag are neglifpble



a 64 bit tag (it would requir®.22 x 10'® attempts). Smaller I. Incentives for Adoption

tags would be more easily guessed; reusing unused fields imny |P spoofing prevention scheme comes at some cost to
IP options would allow for up to 40 bits for tags (requiringpe organizations deploying them. Accordingly, it is essgn

5.49 x 10'* attempts). While IP options processing in IPv4 ighat these schemes provide benefits to the deploying organi-
more difficult to do in the fast path, IPv6 options have beeshtions to incentivize adoption.

redesigned to allow faster processing. Our approach provides several incentives to deploying sys-
tems. The approach reduces the amount of malicious traffic
F. Prefix Granularity for Tags leaving the deploying network, reducing the amount of tcaffi

the network must carry. Ingress filtering provides only this

When routers learn tags using BGP route announcemetlgnefit, yet has enjoyed widespread adoption [1]. Additigna
the question “At what granularity of network prefixes shoulg pecomes increasingly difficult for malicious hosts to spo
the tags be stored?” has an obvious answer: the router shoyidiresses from deploying networks, reducing the threat of
add a new entry in the tag table for each network prefpgfiector-based attacks. Next, packets from deploying owsy
with a BGP route announcement containing the EXTENDER, 1y a tag indicating the legitimacy of the source address.
COMMUNITIES attribute. However, when using the recursivenis can be used by destination networks for prioritizing
router challenges (as described in Section 1I-B.2) or thgarce resources. Finally, systems employing deductigkepa
host probing (as described in Section Ill-A) techniques, #harking can also sell their marking as a service to the legacy
is unclear what network prefixes should be used for stori@stems, providing the associated benefits to the covered
the tags corresponding to each interface. An option is to Us@stems without requiring additional infrastructure.
the same network prefixes as those appearing in core BGRyhen only one system deploys our scheme, it has the same
routing tables. This appears to be a good balance betwRiks and benefits as the ingress filtering scheme. However, i
accuracy of information and the overheads of learning taggyre organizations collaboratively deploy, our schemersff
and corresponding storage requirements. However, if highgsnefits to all those who deploy. There is precedent for such
accuracy is desired, the tag table could be made to contgy)aborative deployment. DomainKeys [46], an approach to
tags at higher granularity, such as that of class C netwagkmpat spam by enabling better filtering, also hinges on

prefixes. collaborative deployment.

i VI. RELATED WORK
G. Impact of Routing Changes i i i i
IP spoofing can be of two types: inter-domain spoofing and

Route changes may require deploying routers to learn timra-domain spoofing. Approaches to contain intra-domain
validity of new tags arriving via the new routes. This is not aspoofing, in which attackers spoof only the addresses of
issue for tags learned through BGP announcements becaother machines in their respective domains, are availdtue.
the tag table can be updated along with the routing changgample, work in [47], describes one such deployed solution
However, for tags learned using the recursive router chgéle for spoofing prevention in an Ethernet network. Our paper
technique or the host probing technique, a routing chantie wocuses on the problem of inter-domain spoofing, in which
cause the deploying router to consider traffic containing thattackers spoof addresses of machines outside their domain
new tags to be spoofed until the validity of the new route is The approaches to curb IP spoofing can broadly be divided
established. To minimize the number of valid packets drdppento two categoriestracebacktechniques, that trace the path
deploying routers can probabilistically attempt to verigs spoofed packets took and spoofing prevention techniques. Th
using recursive router challenges upon a packet drop. traceback solutions seek to discover the path taken by sgoof
packets and are a useful forensic tool. Extensive work has be
done in this area [6], [7], [8], [9], [10], [11], [12], resitig in
a variety of approaches for implementing traceback thaetra

The issue of DoS attacks on routers through exploitatidghe path with fewer number of packets, increased accuracy,
of recursive router challenge and host probing techniquasd lower overheads. In the latest work in this category of
deserves a careful consideration. First, DoS attacks can dmdutions [12], the deploying routers mark the offset fiefd o
launched without the use of IP spoofing. In particular, midP header to identify themselves. This, along with the TTL
creants can simply send large numbers of unspoofed pack@rse to live) value contained in the packet determines the
in order to bring the routers down. Thus, mechanisms, supbsition of the tagging routers even in the presence of non-
as those prescribed in [43], [44], [45] need to be deployetEploying routers. Destination hosts can use this infaonat
in the Internet in addition to those that prevent spoofingp identify the actual path spoofed packets used.

With IP spoofing curtailed, [44] and [45] can utilize sour€ | Several of the spoofing prevention techniques attempt to
addresses without fear of collateral damage due to spoofispield the destination from IP spoofing. They discard imlali
Further, both recursive router challenge and host probipgckets at the destination network. They go a step further in
techniques could be made a function of link utilization toidv spoofing prevention but fail to protect the routing fabriorfr
DoS attacks. spoofing. In TCP intercept [13], routers near the destimatio

H. DoS Considerations



can be configured to mimic the destination in order to ensui@ asymmetry in their distribution. Additionally, whileh¢y

the packet is not spoofed. If a valid connection is establish make provisions for storing multiple entries for asymmetry
the router stitches both sides of the connection for theeentthey do not describe any automated approaches for detecting
duration of the connection. The work in [15] associates TTasymmetry or adding these entries. Our work overcomes
values in the incoming packets with their source. When dhese limitations with the introduction of our recursiveiter
attack begins, the TTL values of arriving packets are coegbarchallenge and host probing techniques.

to the values stored for that domain. Packets not matchingWork in [22] proposes to prevent spoofing via a protocol
their stored TTL values are regarded as spoofed and couldthat allows routers to announce how they will send traffic.
filtered. In [16], the authors propose a deterministic magki This protocol is used to construct a table of valid source IP
approach in which each router adds a fingerprint to each paciddresses which can be used to filter invalid sources. Per the
by marking the packet's IP Identification based on the pagkeauthors, reaping the benefits of this protocol under partial
TTL value. Victims can use this fingerprint to group packetdeployment is challenging. Finally, work in [23] prevents
that took the same path, rather than relying on the soursgoofing by the use of hash-based message authentication
IP addresses. This approach strengthens the victim's packedes that indicate the AS path traversed by a router. Secret
filtering ability. In [17], each pair of source and destioati keys are used as input to the hashes and must be communicated
networks share a secret that is included as a marking using a Diffie-Hellman exchange, in turn relying upon a publi
the IP header of all packets exchanged between them. ey infrastructure for validation of the exchange. Our aagh
source network inserts the marking and the destination nhgs the same goal as this proposal but does not require gashin
work verifies and removes the marking before delivering @n a per-packet basis and requires less data storage in the
to the hosts, thus discarding packets with incorrect marksacket header, yielding better performance. We also avoid
This prevents spoofing if both source and destination nétsvorrelying on a public key infrastructure and expensive public
deploy, but unlike our approach, it does not prevent nokey operations.

deploying domains from spoofing IP addresses of deploying

domains when sending traffic to other non-deploying domains VIl. CONCLUSION

_Another category of spoofing prevention techniques, the |y this paper, we presented a practical hop-wise packet
filtering techniques, have the ideal goal of either blockinggging solution to prevent IP spoofing in the Internet. Our
spoofed_traﬁ‘lc from entering th_e Internet_orfllte_rlng_lt aslg approaches, definitive and deductive packet tagging, allow
as possible. Among the very first techniques in this categq@jters to drop spoofed packets close to their originafiore

of sol.utions is ingrt_ass filtering [_18]. This technique pretge design of the proposed approaches was guided by deployabil-
spoofing by checking the validity of the source IP addreg§ concerns, which led us to choose practical security over
near packet origination. The extent of deployment is @itto provable security.

the success of ingress filtering because it offers no piotect Beyond their use in IP spoofing prevention, the proposed

from spoofed packets that escape into the Internet througli, o hes offer an additional advantage: the tags ceatain
legacy routers. Another filtering approach, reverse path G,y gpoofed packets can be used fmioritizing traffic
warding (RPF), uses BGP routing information to to determing,, |egitimate deploying systems over best effort traffic

thg .DOSSIb|e mtgrfaces from which un—spoofed prefixes C@Ader attack conditions. The prioritization can be done by

originate. RPF is comprised of three techniques [19], [zotlonfiguring firewalls to drop all un-tagged traffic.

[21]: strict RPF, loose RPFE and feasible RPF Strict RPF

and loose RPF consult the forwarding information base (FIB) ACKNOWLEDGMENTS

to determine the legitimacy of arriving packets. FeasibRFR . ,

instead consults a table containing all the accepted routeUr evaluation used topology data collected by CAIDAs

before tie-breakers are applied to select the best routs. TRKitter |n|t|at|ye. The simulations were condgcted on the

extra information allows a feasible RPF router to overconfifPartmental infrastructure that was made possible by 8fé N

some of the limitations of strict and loose RPF. Howeveg,rant EIA-0202048.

each of the RPF approaches will drop valid packets if a router

does not receive a routing advertisement for a given prefix,

but nonetheless receives traffic originating from that grefi [1] R. Beverly and S. Bauer, “The spoofer project: Inferring extent of

The work in [14] uses ull outing information (0 perform TS S2Uce e e S e et DSENMop o

filtering and provides valuable metrics for evaluating fitg (2] b. Moore, G. Voelker, and S. Savage, “Inferring interrdnial-of-

effectiveness, which we leverage in our work. However, it service activity,” inUSENIX Security Symposiu001.

only addresses intra-domain routing, while our work applie[3] D- Moore, C. Shannon, D. Brown, G. M. Voelker, and S. Savag
: . . Inferring internet denial-of-service activityACM Transactions on

to inter-domain routing. In [48], the authors present a work  computer Systems (TOG$Jay 2006.

that utilizes some approaches similar to our own. Howevef4] J. Connelly, “SUMI: A fast anonymous file transfer progravebsite,’

this work requires the distribution of a hash chain to othe[S] gtct)pb’{,sng‘c:-cﬁevc"aobss-g:’,YVr'E’p“:’}?r‘égﬁg&rceforge_ne "

deploying routers. While they leverage BGP COIv”VIU'\“-I—IES[6] S. Bellovin, M. Leech, and T. Taylor, “ICMP traceback megss,” IETF

in a method similar to our own, they do not properly account  Draft, Oct. 2001.
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