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Abstract With the explosive growth and increasing complexity of network
applications, the threats of Internet worms against network security are more
and more serious. This paper presents the concepts and research situations of
Internet worms, their function component, and their execution mechanism. It also
addresses the scanning strategies, propagation models, and the critical techniques

of Internet worm prevention. Finally, the remaining problems and emerging trends
in this area are also outlined.
© 2004 Elsevier Ltd. All rights reserved.

Introduction

With the explosive growth of Internet applications,
the threats of Internet worms against computer
systems and network security are increasingly
serious. Especially in the environment of the
Internet, various ways of the worm propagation
and the complexity of the application environment
result in much higher frequency of outbreak, much
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deeper latency and more wider coverage of Inter-
net worms. ‘““Morris’’, a well-known worm appear-
ing in 1988, was the first Internet worm incident
known to us (Spafford, 1988). Since then, Internet
worms have been a main issue faced by computer
security researchers. Internet worms are gaining
more attention again because of the outbreak of
the worm ‘““CodeRed” in July, 2001 (EEye Digital
Security, Code Red Worm; CERT, 2001).

Currently the research on Internet worms
mainly focuses on the function structure, execu-
tion mechanism, scanning strategies, propagation
model, countermeasure technology, etc. Spafford
(1988) was the first person to analyze the struc-
ture and the function mechanism of the worm
“Morris’’. Weaver from University of California,
Berkeley, investigated the quick scanning strat-
egies of worms and implemented the worm
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“Warhol” (Weaver, 2002; Staniford et al., 2002;
Weaver, Warhol worms) in experiments. He also
theoretically concluded that the worm had the
ability to infect throughout the Internet in 30 min.
He also emphasized, to resist the worm attack, the
importance of the automation of detection, anal-
ysis, and response. In terms of the propagation
model, Kephart et al. of IBM investigated the virus
propagation model from 1991 to 1993 (Kephart
et al., 1993; Kephart and White, 1993). Based on
their work, Zou et al. (2002) analyzed a differential
equation based Two-Factor worm propagation
model for the worm “CodeRed”. In terms of
anti-worm technology, White in IBM thought that
the traditional anti-virus techniques on a single
computer were no longer applicable to the pre-
vention of worms (Steve, 1998). In 2000, IBM
initiated an anti-worm project, and attempted to
develop an environment of software and hardware
to automatically detect and prevent the worms
(Arnold et al., 2000). Song et al. (2001) worked on
the statistical properties of network throughput
resulting from Internet worms and attempted to
prevent Internet worms through the detection of
abnormal Internet traffic. Moore et al. (2003a)
proposed three factors to evaluate the validity of
anti-worm prevention system: response time, con-
tainment strategy, and deployment scenario. He
thought that these three parameters were difficult
to be satisfied in most current anti-worm systems.

In recent years, governments and research
organizations have all recognized the importance
of the study of Internet worms. The US government
invests about 546 million dollars in building up
a network attack test bed to investigate worm and
virus in University of California, Berkeley. The test
bed is composed of more than 1000 computers
(Yang and Relations, NSF awards). Staniford et al.
(The worm information center) set up a technical
website on worm research and publicized the
research results periodically. ““WORM 2003” con-
ference was held in Washington, DC in October,
2003. The conference discussed the past, the
present, and the future of Internet worms, the
classification of computer worms, the simulation
of worm traffic, the design and test of a worm
warning system, the simulation of propagation
strategy, the technology of anatomy and separa-
tion of worm model, etc. In China, the researches
on Internet worms gain more and more attention.
Governments and security companies are actively
engaged in preventing and cleaning the worm. In
the field of the research of Internet worms,
according to literature (Zheng, 2003; Zuo and
Dai, 2002), several worms that make great in-
fluence on the Internet, such as ‘‘CodeRed”,

“Lion, Adore”’, ““Nimda’” and ““Worm. KillMSBlast”’
(EEye Digital Security, Code Red Worm; CERT,
2001; Zuo and Dai, 2002; Fearnow and Stearns,
2001; Mackie et al., Nimda worm analysis;
Duba.net), may be programmed by security pro-
fessionals in China.

The paper is structured as follows. Next section
presents the definition, function structure and
execution mechanism of Internet worms. Then,
the scanning strategies of Internet worms are
analyzed, followed by a discussion on the propa-
gation models of Internet worms. Further, the
techniques most frequently used to detect and
prevent the attack of Internet worms are given.
Furthermore, the future developments of Internet
worms’ researches are described. At last, the
conclusion is given.

Function structure and work
mechanism

Definition

The early main form of malicious code was the
computer virus (Cohen, 1987, 1985). Spafford
(1988) redefined the computer virus in order to
distinguish the worm from the virus after the
outbreak of ““Morris” in 1988. He stated A virus
is a piece of code that adds itself to other
programs, including operating systems. It cannot
run independently—it requires that its ‘host’ pro-
gram be run to activate it.” The Internet worm
emphasizes its activity and independence. Kienzle
and Elder (2003) gave the definition of Internet
worm based on four aspects, namely, malicious
code, network propagation, human intervention,
and standalone or file-infecting. He stated ‘A
network worm is a piece of malicious code that
propagates over a network without human assis-
tance and can initiate actively attack indepen-
dently or depending on file-sharing.’”” Based on the
propagation strategies, they grouped the worms
into three categories: E-mail worms, windows file-
sharing worms, and traditional worms. Zheng
(2003) thought that the Internet worm had the
properties of active attacking, concealing itself
track, exploiting system vulnerability, blocking
network traffic, decreasing system performance,
repetition and devastation, etc. He also gave
a definition accordingly: “A network worm is a
piece of independent program without the user
intervention. It propagates itself through part
or all of control privileges repeatedly gained
by scanning vulnerabilities of computers on



336

S. Qing, W. Wen

network.” This definition includes the latter two
defined by Kienzle and Elder, excluding E-mail
worms.

Schechter and Smith (2003) proposed a new
type of network worm, the Access for Sale worm,
at the ““WORM 2003”’ conference in October, 2003.
Besides the characteristics defined above, this
type of worm has the property of identity authen-
tication.

e Once released, it spreads from one system to
another unaided by its author.

e It assigns a unique system identifier (USID) to
each system it infects.

e Once inside a system, it creates a back door for
remote access that opens only when presented
with an access ticket containing its unique
system identifier (USID).

e Only the author of the worm can generate valid
access tickets from USIDs.

e The worm is matched with a mechanism by
which the infection state and USID of a system
may be obtained.

More information about the Access for Sale
worm can be obtained in Schechter and Smith
(2003).

According to the above analysis, we think that
a worm is a kind of program or code that is
intelligent and automatous, integrates hacker
technologies with virus technologies, and can
attack the hosts on network without human in-
tervention. It scans and attacks hosts on a network
with system vulnerabilities, and propagates itself
from one host to another through the LAN or the
Internet.

Function structure

Nazario et al. (2001) proposed a function structure
framework of Internet worms. They thought that
the core of any worm system consists of six
components, i.e. reconnaissance capabilities, spe-
cific attack capabilities, a command interface,
communication capabilities, intelligence capabil-
ities, and unused attack capabilities. The frame-
work mainly predicts the future research on
network worms and is difficult to describe the
current network worms. Based on the results of
Spafford (1988), EEye Digital Security (Code Red
Worm), CERT (2001), Zheng (2003), Zuo and Dai
(2002), Fearnow and Stearns (2001), Mackie et al.
(Nimda worm analysis), Duba.net and Nazario
et al. (2001), we think that the function modules
of worms can be classified to mainbody function

modules and auxiliary function modules. The
network worms with mainbody function modules
can reproduce and propagate themselves, whereas
other worms, which have both mainbody function
modules and auxiliary function modules, have
stronger survivability and devastation. The func-
tion structure is shown in Fig. 1.

Mainbody function module
The mainbody function module includes four sub-
modules. The first is the information collection
sub-module. This module specifies which search
algorithm should be taken to collect information
about the local or target network. The information
includes user and password information, e-mail
list, the hosts that are trusted or authorized by the
local one, the topology of the network to which
the local host belongs and boundary route in-
formation, etc. The information can be used alone
or shared with the other individuals. The second is
the probe module. This module scans and detects
the vulnerabilities of the specified host, and
determines which approach should be taken to
attack and penetrate. The third is the attack sub-
module. This sub-module makes use of the holes
gained by the probe sub-module to create a prop-
agation path. In terms of attack approach, this
sub-module should have good openness and exten-
sibility. The last one is the self-propagating sub-
module. This sub-module uses various copies of
worms and transfers these copies among different
hosts. For example, the worm ‘‘Nimda’ creates
copies having different file formats and names
(Mackie et al., Nimda worm analysis; CERT/CC,
CERT Advisory). ““Worm.KillMSBlast’’ propagates
the function module using system programs, such
as TFTP (Duba.net).

Table 1 lists some statistical data of the main-
body function modules of various well-known
worms.

Auxiliary function module
Auxiliary function module is the accessory enhanc-
ing the mainbody function modules. It mainly

Information collectionmodule

Mainbody
function

Probe module
Attack module

Self-propagating module

Function
structure

Crash module

Auxiliary

X Communication module
function

Remote control module

|
|
|
|
Concealment module |
|
|
|
|

Automatic updating module

Figure 1  Function component of Internet worms.
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Table 1  Main function component statistical information of some Internet worms
worm Information Probe (port) Attack (system Self-propagating Vulnerability
collection vulnerability) (port) exploited
Nimda Yes Yes (80, 139,  Yes (IS, Code Red Il Yes (80, 139, 600), CA-2001-06
600) Sadmind backdoor) E-mail and file-sharing
Code Red I, Il Yes Yes (80) Yes (IS 4.0/5.0 Index Yes (80) CA-2001-13,
Service) IN-2001-09
Adore Yes Yes (23, 53, Yes (Bind, LPRng, Yes (23, 53, 111, CA-2001-02,
111, 515) Rpc.statd, wu-ftpd) 515) IN-2001-01
Sadmind/IIS Yes Yes (80, 111)  Yes (lIS, Solstice, Yes (80, 111) 80: CA-2001-11,
Sadmind) Windows 111: Unix MS00-078
Lion Yes Yes (53) Yes (BIND) Yes (53) CA-2001-02
Ramen Yes Yes (21, 111,  Yes (wu-ftp, rpc.statd, Yes (21,111, 515) IN-2001-01
515) LPRng) Worm copy:
ramen.tgz
Cheese Yes Yes (10008) Yes (Lion backdoor) Yes (10008) IN-2001-05
Digispid.B Yes Yes (1433) Yes (Microsoft SQL Server) Yes (1433) IN-2002-04
Slapper Yes Yes (80, 443)  Yes (OpenSSL and Apache) Yes (80) CA-2002-27
MSSQL worm  Yes Yes (1433) Yes (Microsoft SQL Server) Yes (1433) CA-2003-04
W32.Blaster Yes Yes (135, 139, Yes (Microsoft Dcom RPC)  Yes (135) CA-2003-20
445, 593)

Notice: CA (CERT Advisory) and IN (CERT Incident Note) are alert information from CERT (Computer Emergency Response Team

(CERT)).

includes five components: concealment module,
crash module, communication module, remote
control module, and automatic updating module.
The concealment module comprises the conceal-
ment, transformation, encryption of the compo-
nents of worm entity, as well as the concealment
of process. This module mainly improves the
survival capability of worms. The functions of the
crash module include destroying or crashing in-
fected hosts, breaching the normal network oper-
ation, planting backdoor in infected hosts, etc.
The communication module enables the commu-
nication between worm and hacker or among
worms, which is the mainstream of the future
development of the worm. With the communica-
tion module, worms can share some information,
which makes the programmer of the worm control
its behaviour more effectively, and provides new
communication channel for other modules. The
remote control module is to regulate the worms’
behavior, control infected hosts, and execute the
instructions offered by its owner (programmer).
The automatic update module allows the other
modules to update its function momentarily
and hence implements various further attack
intentions.

Execution mechanism

According to the analysis of the function structure
of Internet worms, we conclude that network

worm is a kind of intelligent automatic attack
program or code. It scans and detects the victim
hosts over network having service holes, and
once successful, will reproduce itself and create
many copies which are then propagated from
one host to another through the LAN or the
Internet. The execution mechanism is shown in
Fig. 2.

From the mainbody function modules of a net-
work worm, we can conclude that the process of
worm attack is composed of four stages: informa-
tion collection, which mainly collects the informa-
tion about the local and target host; probe, which
detects the service holes of a specified target host;
attack, which attacks the target host using the
known vulnerabilities; self-propagation, which in-
fects the target host.

Collect Information

Probe
host A host B
(Infected) Attack (Victim)
Self-propagate

Execute mechanism of Internet worms.

Figure 2
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Scanning strategy

Before initiating an attack, the worm should probe
the system vulnerabilities of the target hosts. The
ICMP Ping packet, TCP SYN, FIN, RST and ACK
packets are all detected (Fyodor, 1997). A well-
designed scanning strategy will accelerate the
propagation of the worm. A worm with an ideal
scanning strategy can find all the potential in-
fectious computers over the Internet in the least
time. Based on the different ways in which the
worm selects the target address space, scanning
strategies can be classified as follows: selective
random scan, sequential scan, hit-list scan, rout-
able scan, DNS scan, and divide-conquer scan.

Selective random scan

Instead of scanning the whole address space,
worms randomly select part of the address set as
the target address space, which has potential
vulnerabilities. The selective address list is ob-
tained from the whole or local route list. The
unassigned addresses and reserved address block
in Internet address space are excluded from the
scan list. For example, there are 32 address blocks
in Bogon list (Thomas, 2002). These address blocks
identify those addresses that are not present in
public network (Thomas, 2002). IPv4 address dis-
tribution map of IANA is a similar address list
(Internet Protocol V4 Address Space). Selective
random scan has several advantages. The algo-
rithm is simple and easy to implement. If associ-
ated with the local preference strategy, the worm
will propagate more effectively. However, the
selective random scan has the limitation of easily
blocking network traffic, which exposes the net-
work worm early before it breaks out. *“CodeRed”
(EEye Digital Security, Code Red Worm), ““Slapper”’
(Global Slapper Worm Information Center) and
“Slammer”’ (Moore et al., 2003b) make use of this
scanning strategy in order to spread rapidly.

Sequential scan

In the sequential scan, worms in infected host will
select randomly an IP address of type C for
propagation. According to the local preference
strategy, it usually selects the IP addresses in the
network to which it belongs. If the address the
worm scans is A, the next IP address to be scanned
will be A 4+ 1, or A— 1. Once scanning a network
with many susceptible hosts, the propagation will
be more effective. The deficiency of this scan
strategy is the repetition of scan, which may block
the network traffic. Typically, ‘W32.Blaster”

(EEye Digital Security, Blaster worm analysis) is
a sequential scan worm.

Hit-list scan

The hit-list scan requires that the worm creates
a target list which includes those hosts potentially
infected before searching the susceptible hosts,
and then tries to infect the computers listed
(Staniford et al., 2002). The generation ways of
hit-list include two types: (a) generating hit-list by
scanning in miniature or sharing information of the
Internet; (b) generating the whole list database by
distribution scan. The ideal worm *‘Flash”’ is a hit-
list scan worm based on IPV4 address space
(Staniford et al., 2002; Zou et al., 2003a).

Routable scan

The routable scan (Zou et al., 2003b) is a kind of
scan strategy in which network worms selectively
scan IP address space based on the route informa-
tion in a network. The worms using random scan
usually detect the unassigned address spaces,
most of which are not routable, as a result the
propagation speed is affected heavily. If these
network worms had known which IP addresses
were routable, it would propagate more quickly
and more effectively, and would escape from some
anti-worm detecting systems.

The designers of the worms usually acquire the
address prefixes from the major Internet back-
bones through the address spaces from BGP routing
tables (CAIDA), and then verify the availability of
BGB database. Routable scan increases greatly the
propagation speed of worms. For example, as far
as “CodeRed” is concerned, the infection proba-
bility of the worm using routable scan is 3.5 times
than that of those using random scan (Zou et al.,
2003b). But during the propagating processes, the
worm must take a routing IP address database
which instead results in the great big bulk.

DNS scan

The worms using DNS scan acquire a target address
table from DNS server. The IP address table
acquired with the DNS scan has the virtue of high
usability and pertinence.

However, this scan has some problems. First it is
difficult to acquire the whole address table from
DNS records. Second, the address database the
worms need to carry is so big that the propagations
are very slow. Third, the number of addresses is
limited to the number of the hosts with public
domain names, for example, half of the hosts
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infected by ““CodeRed” are without DNS records
(Moore et al., 2002).

Divide-conquer scan

The divide-conquer scan is a kind of scan strategy
in which worms collaborate to search the suscep-
tible hosts quickly. With divide-conquer scan, the
worms send the part of the address database to
each infected computer, who then scans the
addresses acquired. For example, after host A
infects host B, A sends part of the addresses it
carried to B, and then B scans these addresses. A
strategy to search a target list table using the
divide-conquer scan is proposed in Kephart and
White (1993).

The divide-conquer scan has the limitation of
““bad node”’, that is, when propagating, if a node is
turned off or broke down, all addresses sent to it
would be lost. The earlier it takes place, the
greater influence it makes. There are three ways
to solve this problem: (1) create a target address
list before sending address database; (2) control
the propagation of worms by a counter—when
a node is infected by a worm, the counter is
increased by one, then tasks are assigned based
on the value of the counter; and (3) determine
randomly whether or not to pass the address
database when worm is propagating.

Evaluation and discussion

There are four critical factors affecting the prop-
agation speed of Internet worms: (a) selection of
target address spaces; (b) whether or not to search
susceptible host by multi-threads; (c) susceptible
hosts list; and (d) the variety of propagation
methods. The difference among various scan algo-
rithms lies in the selection of target address
spaces. The time in which Internet worms infect
a host depends on the time it requires to search for
a vulnerable computer. Therefore, designing algo-
rithms for hunting vulnerable computers is the key
to spread for Internet worms. Generally, the
propagation speed using DNS scan is the slowest,
while the speed of the selective random scan and
the routable scan is quicker (Vogt, 2003). As far
as Hit-list scan is concerned, when the size of the
list exceeds 1 MB, the propagation speed will be
slower than the routable scan, and when the size is
over 6 MB, the speed will be even slower than that
of random scan (Vogt, 2003). Therefore the ad-
dress database the worms carry should not be too
large. For divide-conquer scan, it is difficult to
seek an effective and easily implemented algo-
rithm. Currently, the propagation using routable

scan and then random scan is the most optimal
propagation method.

Propagation model

An accurate Internet worm propagation model can
have an insight into worm behavior, identify the
weakness in the worm spreading chain and provide
accurate prediction for the purpose of damage
assessment for a new worm threat. As for the study
of the malicious logic propagation models, there
are many virus propagation models (Anderson and
May, 1991; Bailey, 1975), but few worm propaga-
tion models. The propagation models of infectious
diseases are applicable to the propagation for
worms (Bailey, 1975; Andersson and Britton,
2000; Frauenthal, 1980; Allen and Burgin, 2000;
Chen et al., 2003). Infectious diseases models
include Simple Epidemic model (Andersson and
Britton, 2000), Kermack—Mckendrick model
(Frauenthal, 1980), SIS (Susceptible — Infec-
tious — Susceptible) model (Allen and Burgin,
2000), Two-Factor model (Zou et al., 2002) and
the WAW (Worm-Anti-Worm) model proposed in
this paper.

Simple Epidemic model

In Simple Epidemic model, SEM (Andersson and
Britton, 2000), each host is in one of the two
states: susceptible or infectious. The model also
assumes that once infected by a virus, the host
remains in the infectious state forever. Thus the
transition procedure is: susceptible — infected
(Frauenthal, 1980). The mathematical expression
for the infected host can be described with
a differential equation (Zou et al., 2003a):

di(t)/dt=gI(t)[N —I(t)] (M

where I(t) denotes the number of infectious hosts
at time t, N the number of hosts in system, and g8 is
the rate of infection in epidemiology studies. At
t =0, /(0) hosts are all infectious and the other
N—I(0) are all susceptible.

Let a(t) = I(t)/N, dividing both sides of Eq. (1)
by N* we have

da(t)/dt=Ka(t)[1 —a(t)] (where K=(N) (2)

Assume N = 10000000, the rate of infection
8 = 1/10000000, such that K= 8N = 1, the num-
ber of infected hosts I(0) = 3. The simulation is
shown in Fig. 3, where x-coordinate is the propa-
gation time delay and the y-coordinate the in-
fected percentage of the whole Internet.
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SEM model can describe the propagation status
in initial stages, but is difficult to match the
propagation status later.

Kermack—Mckendrick model

Unlike the SEM model, the host in Kermack—McK-
endrick model (KM model) maintains one of three
states: susceptible, infectious or removed
(Frauenthal, 1980). The KM model is expressed by
a differential equation as follows:

dJ(t)/dt=BJ(t) [N - J(¢)]
dR(t)/dt="I(t)
{J(t)=l(t)+R(t)=N —5(¢) (3)

where [(t) denotes the number of infectious hosts
at time t, R(t) the number of removed hosts from
the infected hosts at time t, and J(t) the number
of infected hosts including the hosts that are
still infectious and those being immune from the
infectious, that is J(t) = I(t) + R(t), 8 the rate of
infection, v the rate of recovery from the infected
host, S(t) the number of vulnerable hosts at time t,
and N is the number of node hosts in system.

As far as KM model is concerned, the immunity
of an infected host means removal of the hosts
from the whole system. Accordingly, the number
of hosts reduces from N to N—1.The propagation
trend of KM model is shown in Fig. 4, in which
N=10000, 8 =1/10000000. If J(0) =3, then
v = 0.001. At last, the whole number of hosts
and infectious hosts in system will reduce to 0.

KM model considers the immune states of in-
fectious hosts based on SEM model and describes
worm propagation more precisely. However, the
KM model excludes the situation where susceptible
and infected hosts are patched to resist the worm.
In addition, it is not appropriate to assume the rate
of infection to be constant.

1.1
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model.

Internet worm propagation trend in KM

Susceptible—Infectious—Susceptible
model

Unlike the KM model, the Susceptible—Infectious—
Susceptible (SIS) model assumes every host has the
same possibility of being infected repeatedly (i.e.,
recovered host has the same possibility of being
infected as susceptible host). However, the model
doesn’t take account of the situation that the
infected hosts are patched or updated to be
immune from the worms. The SIS model is not
applicable to describe the infection of Internet
worms, the mathematical expression for the in-
fected host can be described with a differential
equation (Allen and Burgin, 2000):

di(t)/dt=gI(t)[N - I(t)] — vI(t) (4)

where [(t) denotes the number of infectious hosts
at time t, N the number of hosts in system, 8 the
rate of infection in epidemiology studies, and v is
the rate of recovery.

If 3 > v, then the rate of infection in network is
quite close to 1—vy/8, and the number of infected
hosts and that of all hosts maintain certain stable
relationship at last, the ratio is close to 1—v/8. If
B8 < v, then the worms stay latent states.

Two-Factor model

Two-Factor model considers more external factors
and anti-worm measures than the models above
(Zou et al., 2002). One factor is the dynamic
countermeasures taken by ISPs and users; the
other is the slowed down worm infection rate
because rampant propagation of worm causes
congestion and troubles to some routers. The
parameters of g(t), R(t) and Q(t) dynamically
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change with time t, the mathematic expressions
reflecting their dynamic change are as follows:

( )/dt=~I(t)
dQ(t)/dt=uS(t)J(t)
B(t)=Bo[1 —I(t)/N]"
N SO+ +R()+Q ()
ds(t)/dt= —p(t)S(t)I(t) —dQ(t)/dt ()

where §(t) denotes the rate of infection at time ¢t,
I(t) the number of the infectious hosts at time ¢,
R(t) the number of the hosts that are immune after
being infected at time t, Q(t) the number of the
hosts that are immune before being infected at
time t, J(t) the number of infected hosts at time ¢,
J(t) = S(t)+R(t), S(t) the number of infectious
hosts at time t, and v, u and By are constants.
From Eq. (5), we can get the relationship between
I(t) and t, and this is Two-Factor model expression
(Zou et al., 2002).

di(t)/dt=6(t)[N —R(t) — I(t) — Q(t)]I(t) — dR(t)/dt

(6)

The propagation trend of Two-Factor model is
shown in Fig. 5 in which N=1000000, I =1,
n =3,y =0.05 u=0.06/N, 8o =0.8/N. With the
Q(t) increasing, I(t) tends to 0.

The Two-Factor propagation model is the ex-
tension and supplement of SEM and KM, and is
more suitable to propagation states of Internet
worms. However, this model still does not consider
that the infected hosts are patched or updated to
confront worms. Moreover, the condition of the
worm against the worm complicates the worm
propagation model.

Worm-Anti-Worm model

This model considers two types of worms: a mali-
cious worm A and an oppositional one B. We divide
the propagation process into two stages: when B is
absent, the propagation of A is subject to the Two-
Factor model; when B is present, there are four
potential cases: (1) B detects and cleans A, and
patches the hosts infected by A; (2) B only detects
and cleans A; (3) B patches all susceptible
hosts; and (4) B patches all susceptible hosts,
and detects and cleans A. In the first two cases,
B only searches the infected hosts, while in the
latter two B searches all susceptible hosts. The
first situation follows the KM model, where the
immunity speed of the susceptible hosts is higher
than that when B is absent. The second situation is
typically an SIS model. The last two situations
supplement the Two-Factor model in the aspects
of countermeasures, and principally influence the
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Figure 5 Internet worm propagation trend in Two-
Factor model.

cleaning speed of worm A in the subsequent
propagation stage. This paper discusses the prop-
agation model of A in the fourth situation. Based
on the Two-Factor model, the change in the
number of susceptible hosts S(t) from time t to
time t + At follows:

ds(t)/de= — B(H)S(t)I(t) — dQ(t)/dt @)

where 5(t) is the number of all susceptible hosts at
time t for worm B, and there are only two states in
the system: susceptible and infectious. The prop-
agation of B follows the SEM model. The differen-
tial equation expressing the infectious hosts is as
follows:

dRs(t)/dt = BRe(£)[S(t) — Rs(t)] (®)

whereRg(t) is the host that B repairs at time t.
According to Egs. (5) and (8), the mathematic
expression for Worm-Anti-Worm model:

dR(t)/dt=1I(t)+dRs(t) /dt
dQ(t)/dt=puS()J(t)
B(t)=Bo[1 — I(t)/N]"

N S(O)+1(t) +R() +Q(¢)
dS(t)/dt= — p(t)S(t)I(t) — dQ(t)/dt — dRe(t)/dt
dRg(t)/dt=0:Rs(t)[S(t) — Re(t)]

9)

The propagation trend of the Worm-Anti-Worm
model is shown in Fig. 6, where N = 1000000,
lo=1,7=3, vy =0.05, u = 0.06/N, 8o = 8, = 0.8/
N, the time difference between the emergence of
A and B At = 100. From this figure, we can see that
the worm A vanished quickly.

The Worm-Anti-Worm model takes the exis-
tence of the antagonistic worm into account and
more precisely predicts the propagation trend in
the later part. However, this model doesn’t con-
sider the relationship between the propagation of
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the antagonistic worm itself and the other limiting
factors, as well as the states of the antagonistic
worm after it enters the susceptible hosts.

Detection and defense

Internet worms have become a leading menace to
the Internet system. Because of the complexity
and uncertainty of worm activities, the defense
against worms needs to integrate various technol-
ogies, including monitoring and early warning of
the worm, blocking the worm, repairing the system
hole automatically, propagation restraint and
emergency response on Internet worms, etc. This
section summarizes the main detection and de-
fense technologies in recent years.

GrIDS and Netlike relevant analysis

The well-known GrIDS (Cheung et al., The design
of GrIDS) is designed to detect the large-scale
network attack and the automated invasion on the
network. The system collects the network activity
data from Internet, and uses the data to construct
the network activity graph to describe the causal
relation in the network activity structure through
the pattern database defined in advance. By
establishing and analyzing an activity graph among
nodes, it detects whether the worm does exist
through carrying on the match with the pre-
definition behavior pattern graph. Currently GrIDS
is an effective tool to defend the distribution
network worm invasion. However, GrIDS still has
several deficiencies. Firstly, the detection agent of
GrIDS does not carry on context-based relevant

analysis on the package information which is
transmitted over network, does not make full use
of much more, even effective information, and
only makes simply event-based connection analy-
sis. Secondly, GrIDS does not do effective analysis
on the target addresses and the target service in
the TCP connection, yet this analysis is the
important basis for determining unknown worm
intrusion. Lastly, after GrIDS detecting a network
worm, GriDS still does not establish any response
mechanism or provide any interaction with the
interior detection agents and exterior firewall,
therefore, it cannot give an effective early warn-
ing or defense mechanism.

In view of the weaknesses mentioned above, we
have designed a new technique based on the
network related analysis to analyze and warn the
worm attack. The technique adopts a distribute
system structure, makes full use of the information
provided by various detection agents and is based
on the methods of data mining and abnormal
detection, and through making relevant analysis
about data on various detection points, it imple-
ments early warning to predict network worm in
a large-scale network environment.

PLD system

Lockwood et al. (2003) in Applied Research Labo-
ratory, Washington University, proposed a defense
system against Internet worms using Programma-
ble Logic Devices (PLDs). The system was com-
prised of three interconnected components:
a Data Enabling Device (DED), a Content Matching
Server (CMS), and a Regional Transaction Processor
(RTP). These elements work together to provide
network wide protection. The DED is responsible
for capturing each packet of data as it is in and out
of the network, scanning and matching it based on
fixed strings or regular expressions CMS provides,
and then forwarding the results to RTP. The CMS
reads stored information on worm from a backstage
MYSQL database, and compiles and integrates it
into fixed-string or regular expression used by DED.
The RTP bases the matching content to consult
a database to determine the action that the DED
should take. Whenever a new worm outbreak
occurs, an administrator adds the signature of
the worm to the database table on CMS. The DED
then scans the live Internet traffic for the targeted
signature. Whenever the matching content is
found, the DED requests the RTP to either block
the traffic or allow it to pass.

The system has several advantages. Firstly, the
core of the DED is the high-speed hardware FPX
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(Field-programmable Port Extended) (Lockwood
et al., 2001). The FPX can process data at a rate
of 2.4 Gbps, so the system is suitable for the worm
detection in a large-scale, high-speed network
environment. Secondly, the high-speed hardware
FPX can implement parallel more easily than
software system do.

But this method cannot warn the worm in
advance and can’t detect unknown worms. In
addition, due to using characteristic matching
technology, there is a certain amount of error
when using this method.

HoneyPot

The HoneyPot was originally used to prevent
network hacker attack (Honeypot technology).
Revirt is a kind of HoneyPot system that detects
a network attack and network abnormal activities
(George et al., 2002). Spitzner (2002) was the first
to adopt HoneyPot to prevent malicious codes
attack. The literature (Provos, A virtual Honeypot
framework) proposed a prevention framework
using virtual HoneyPot to detect and block net-
work worm attacks. We may deploy a nhumber of
virtual HoneyPots at boundary gateways or vulner-
able places. These virtual honeyPots can share the
captured information and use an automated NIDS
signature generator to generate a matching data-
base. When network worms use some scan strategy
to scan the address space of those hosts’ existing
holes, the HoneyPots will capture the information
about worm scanning and attack, and then depend
on signature matching to determine whether an
attack takes place (Provos, A virtual Honeypot
framework). In addition, HoneyPot can interrupt
the attack of network worms. Oudot (2003) used
the HoneyPot to detect and prevent the
W32.Blaster successfully.

HoneyPot has some advantages: (1) HoneyPot
can transfer the worms’ attack targets, and de-
crease the attack effect; (2) HoneyPot provides
much information for network security professio-
nals to research the function mechanism of the
worm, track the source of the attack and predict
the attack targets, etc. and (3) HoneyPot has good
concealment because the network worms lack the
ability to judge the usability of the targeted
system.

The deficiencies of the HoneyPot are: (1)
whether or not the network worms are tricked by
the HoneyPot depends on a number of factors,
including the name of the HoneyPot, the position
where the HoneyPot is deployed and the reliability
of the HoneyPot itself; (2) HoneyPot can detect

worms using various scan activities, such as ran-
dom scan and sequential scan, but it is difficult for
those using routable scan and passive propagation;
and (3) HoneyPot rarely produces good results in
the early propagation stage.

Benign worms restrain malicious worms

The earliest worm was introduced in order for
science aided computation and performance test-
ing of large-scale networks (Shoch et al., 1982).
The worm itself has the characteristic of distrib-
uted computation. Therefore the benign worm can
be used to prevent the malicious worm. The
benign worm must firstly be highly controllable,
and then avoid increasing the network payload as
far as possible. The benign worms can take several
propagation methods: (1) make use of the back-
door that the malicious worm left behind; (2) use
the holes set by the attacks of malicious worm; (3)
employ other system holes unopened; and (4) use
the authorization of the attacked hosts. The
benign worm can decrease the number of suscep-
tible hosts in the system effectively, clear up
malicious worms and repair the system holes.
The worm ‘Cheese” (Barber, Cheese worm;
CERT/CC, CERT® Incident Note) can control in-
fected hosts by the backdoor that the worm
“Lion”” (Zuo and Dai, 2002; Kasarda, The Lion
worm) leaves, and then eliminates this backdoor
and repairs these holes. The worm ““CodeGreen”
(HexXer, CodeGreen source code) and ““CRClean”
(Kern, CRClean source code) against ““CodeRed”
had even been published before. But they were
not applicable to the real network. “Worm.KillMS-
Blast’ uses the hole exploited by ‘“W32.Blaster”
against ““W32.Blaster’’. These are classical instan-
ces of the worm against worm. However,
“Cheese’”, “CodeGreen’”, ‘‘CRClean” and
““Worm.KillMSBlast” are not benign, because they
seriously affect the network payload.

The advantages of benign worms are as follows.
Firstly, a benign worm is transparent for the users.
It is not necessary for the benign worm to conceal
modules. The benign worms can acquire mainbody
programs, data and propagation targets through
central controlling. Secondly, the benign worm
propagates slowly in time-sharing and section-
sharing in order not to take the excessive width
and resources as far as possible. Thirdly, the same
benign worm can be used to carry out different
tasks, only requiring downloading different task
modules from the control center, such as perform-
ing distributed computations and collecting
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network data, and then submitting the results to
the center.

The future research focuses for network will be
the benign worm with the key factor being con-
trollability. Therefore, designers must put more
effort into understanding unpredictable factors for
benign worms.

CCDC framework

Since network worms have biological virus charac-
teristic, the American security experts proposed to
establish the Cyber Center for Disease Control
Framework, CCDC Framework, to defend against
network worms’ attack (Weaver et al., 2003). The
CCDC implements the following functions: (1)
discerning the outbreak of the worm; (2) analysis
of the worm sample characteristic; (3) worm
infection resistance; (4) prediction of new infec-
tion methods; (5) study of worm resistance tools in
advance; and (6) threat resistance to future
worms. CCDC realizes early warning, defends and
blocks large-scale networm invasion. But CCDC
also has some deficiencies. Firstly, CCDC is
a large-scale defense system and so the running
cost must be considered. Secondly, because of the
openness of the system, the security of the CCDC is
another considerable question. Lastly, in the CCDC
defense system, the attackers can monitor the
whole attack process, and understand the function
mechanism of CCDC, which may result in the
design of a worm that breaks through the CCDC
defense system (Weaver et al., 2003).

Other methods

In addition to the above technologies, there are
many other worm defense technologies. For ex-
ample, deploying network or firewall software and
closing ports other than the normal service ports
will cut off the transportation passages and com-
munication channels of the worms. The others
include filtering the messages containing some
worms’ characteristic and preventing the infected
hosts from accessing the protected network, etc.
The prevailing approach to restrain worm propa-
gation is to close and filter the messages that
contain some worm’s characteristics at routers.
Moreover, Zou et al. (2003c) proposed to predict
the worm propagation by monitoring some address
space traffic and then take more effective meas-
ures to resist the worm attack. The tool LaBrea
(Liston, Welcome to my tarpit), designed by Liston
can decrease the propagation speed by blocking
the uninfected hosts from TCP connection to the

infected machines for a long time (Balasubrama-
niyan et al., 1998; Porras and Neumann, 1997).

Research trend

By analyzing the function structure and the exe-
cution mechanism of Internet worms, we think
there are several meaningful research directions
on Internet worm implementation.

The first is to synthesize the attack technologies
of the virus and Trojans. Having broken through
the system, more and more worms continue to
attack the file system, which results in the di-
versity problems of the propagation. Early virus
distortion technology and automatic generation
technology will also be integrated to compile the
worm codes, resulting in the worm polymorphism.
The worms also use the concealment technology
that Trojan takes, including the individual con-
cealment, the process concealment, the spot re-
covery, etc. The kernel level hacker attack and
defense technology will also be integrated into the
worm function to hide the worm track.

The second is the function dynamic updating
technology. The worms can dynamically update all
function modules, and thus acquire stronger sur-
vivability and attack capability. This technology
enables the designers of worms be able to update
the worms’ function momentarily, accordingly re-
alizing different attack intention.

The third technology is the intelligent detection
technology. This technology uses the existing
functions of the network, with the aid of the
search engine, to obtain useful information, in-
cluding the address list of active servers and
relevant information of certain user. Worms de-
pending on the search engine to acquire informa-
tion are more effective than the ones to carry IP
addresses.

The fourth is the cross-platform technology.
Through this technology, the worm carries codes
that can run on different platforms, resulting in
cross-platform propagation. We believe that mo-
bile phone worms and electrical appliances worms
will appear in near future.

The last is distributed cooperation computation
technology. For the distributed computation
worm, its data and code are stored in different
places. When the worm begins an attack, it gains
attack information from a control center. At the
same time, attack codes use certain algorithms to
search and reproduce data at various points.
Different function modules distribute in differ-
ent hosts and cooperate to generate stronger



A survey and trends on Internet worms

345

concealment and attack capability. “Cactus
Worm”’ (Allen et al., The cactus worm) and **Smart
Worm” (Ellis, 2002) are two well-known distri-
buted worms.

Conclusion

In this paper we first presented the concepts and
research situations of Internet worms, as well as
function components and execution mechanisms.
Then the scanning strategies and propagation
models were discussed, and the critical techniques
of Internet worm prevention were given. As far as
the development of the worm is concerned, the
hot issues about networms are as follows: (1) quick
scanning strategy and propagation mechanism;
(2) the propagation model and simulation test;
(3) mathematical computation model research; (4)
research on early warning and block technology;
(5) hide mechanism and activation mechanism;
and (6) tracing and evidence collection of Internet
worms.

The detection and prevention of network worms
is a long-term process. This is mainly attributed to
two reasons: (1) the diversity of the worm types is
complex and they change repeatedly; and (2) it is
difficult to accurately foresee new network
worms. Therefore, we must not only grasp the
current execute mechanism of networms, but also
strengthen the research on the development
trends and actually prevent incidents before they
break out.
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