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ABSTRACT
While target selection in a 2D space is fairly well-studied, target selection in a 3D space, such as shooting in first-person shooter (FPS) games, is not, nor are the benefits to players for many latency compensation techniques. This paper presents results from a user study that evaluates the impact of latency and latency compensation techniques on 3D target selection via a bespoke FPS shooter. Analysis of the results shows latency degrades player performance (time to select/shoot a target), with subjective opinions on Quality of Experience (QOE) following suit. Individual latency compensation techniques cannot fully overcome the effects of latency but combined techniques can, letting players perform and feel as if there is no network latency. We derive a basic analytic model for the distribution of the player selection times which can be part of a simulation of a full-range of FPS games.

CCS CONCEPTS
• Applied computing → Computer games; • Human-centered computing → User studies.

KEYWORDS
gamer, FPS, user study, lag, shooting

ACM Reference Format:

1 INTRODUCTION
Computer games are one of the world’s most popular forms of entertainment, with global sales increasing at an annual rate of 10% or more [45]. The largest esports prize pools are about $25 million USD [10], larger even than traditional sports who’s prize pools range from about $2 to $20 million USD [36]. By 2023, there are expected to be about 300 million frequent viewers of esports worldwide, an increase from 173 million in 2018 [14].

Among the myriad game genres available and played with esports, the first-person shooter is one of the most popular. In first-person shooter games, players take a first-person perspective of an avatar and then move and shoot targets to accomplish game goals, often playing with other people as teammates or opponents. Latency — delay between a player’s input and the game responding with audible or visual output — makes first-person shooter games less responsive, degrading player performance and hurting the quality of experience. There are two main sources of latency in first-person shooter games: 1) from the local system, such as from the mouse, OS and monitor, and, 2) from the network between the client and the server. While both sources of latency affect the player, they manifest differently — local latency lags all player input until game output, while network latency lags communication with the server. This means local latency makes game controls feel unresponsive, while network latency makes player actions resolve later by the server. Latency compensation techniques can mitigate the effects of network latency on players and may improve player performance and quality of experience [31].

There have been numerous studies on latency and commercial games [13, 15], especially network latency and first-person shooter games [1–3, 22, 25, 29, 30, 40] owing to the sensitivity of first-person shooter games to network latency and the popularity of first-person shooter games in the competitive and esports scenes. The most common approach to assess latency is via user studies, but these can be expensive and time-consuming. Moreover, given the wide-variety of games even within a single genre (e.g., consider the scope of first-person shooter games available today) it is not practical nor probably even possible to cover all current and future game configurations with user studies.

An alternate approach is to study the effects of latency on individual game actions [25, 32, 41] which has the potential to generalize to many games and even other interactive applications. For example, the study of 2D target selection can yield results that generalize to player performance in games with the same action [24]. Studies assessing the impact of latency on target selection in 2D space have varied target parameters (e.g., target size and distance) [12, 16, 34, 44] and target motion (e.g., velocity and acceleration) [6, 35, 38, 39], as well as pointing device [5, 33]. A key outcome of these approaches are analytic models that can explain and predict the effects of latency for a wide-range of games and latency conditions. But these approaches have generally fallen short in evaluating the impact of latency compensation techniques, particularly those used in first-person shooter games. Moreover, in 3D target selection, such as shooting in a FPS game, the 2D size and speed of the target on the screen changes with the position and orientation of the target in the virtual 3D space. We isolate the target selection action in a first-person shooter game and study the
impact of local latency, network latency and latency compensation techniques on player performance and quality of experience. Then, we provide models of the player selection times given the latency and latency compensation. A model of 3D selection can potentially be combined with a model of first-person navigation [25] to simulate FPS game performance over a range of game and latency conditions.

This paper presents the results of a 39-person user study where each participant plays a custom target selection game that isolates and mimics aiming and shooting in a first-person shooter game with controlled amounts of latency and latency compensation techniques. The local latencies experienced by the users range from 25 ms to 100 ms and network latencies range from 0 ms to 150 ms, covering the range of latencies players typically experience over the Internet [16, 37]. Game logs provide objective performance measures and player input actions, while surveys provide a Mean Opinion Score (MOS) questionnaire after each game round.

Analysis of the results indicates both subjective Quality of Experience (QoE) and objective player performance degrade linearly with total latency over the range of latencies studied. A 100 ms increase in latency results in about a 2 second increase in time to select (shoot a target) and a 0.4 decrease in QoE (on a 5 point scale). Both latency compensation techniques investigated – time warp and self-prediction – can improve player performance and QoE and, when applied together, can nearly completely overcome the negative effects of network latency. We derive analytic models of the distributions of the times to select that generalize with latency and latency compensation and may be useful in subsequent first-person shooter simulations.

The rest of this paper is organized as follows: Section 2 describes previous work on latency and games related to this paper; Section 3 details our methodology, including game and user study design and execution; Section 4 presents participant demographics and analysis from the user study; Section 5 discusses some of the implications of our findings; Section 6 mentions some limitations of our approach; and Section 7 summarizes our conclusions and possible future work.

2 RELATED WORK
This section describes related work in four main areas: target selection (Section 2.1), local latency and games (Section 2.2), network latency and games (Section 2.3), and latency compensation techniques (Section 2.4).

2.1 Target Selection
Target selection in games is when a player moves a pointing device to an object on the screen and then “clicks” on it (e.g., by pressing a mouse button). In most cases, selecting a target as fast as possible is desirable, but accuracy is often considered, too.

Long and Gutwin [32] study the effects of latency on selecting a moving target. They find target speed directly affects the impact of latency, with selecting fast targets affected by latency as low as 50 ms, but selecting slower targets resilient to latency as high as 150 ms. Their follow-on study [33] measures selection times for different sized moving targets. They find that the effects of latency on selection are exacerbated by fast target speeds. Claypool et al. [6] investigate selecting a moving target with a mouse in the presence of latency. Their analysis shows target selection times are impacted exponentially by latency and target speed for constant-velocity targets. Janzen and Teather [17] conduct a study with 12 users playing a target selection game with frame rates from 15 to 60 f/s and latencies from 0 to 100 ms. Their work reveals low frame rates have a significant performance cost, and that in the lowest frame rate conditions latency does not significantly affect performance. Liu et al. [24] combine datasets [26] to model target selection times based on target size, target speed and player skill.

In general, while these approaches and previous work have helped understand latency and target selection, they have not derived models of the distributions of the selection times. Moreover, the previous work is for target selection in a 2D environment where the target sizes stay the same over the entire round. In contrast, for 3D target selection, the focus of our work, the 2D size of the target changes over the round as the target (e.g., a moving opponent avatar) moves further and closer.

2.2 Local Latency and Games
Understanding the effects of local latency on games and game-like actions can help motivate the design and development of end-host systems that benefit game players and other users doing interactive tasks.

Ivkovic et al. [16] find significant effects for local latency on target tracking and acquisition tasks, both with and without aim assistance, and with a greater effect for higher target speeds. Investigating using a full game, Liu et al. [29] measure performance and quality of experienced for skilled players in Counter Strike: Global Offensive (Valve, 2012) showing degradations with local latency – both subjective and objective scores decrease about 20% with a 100 ms increase in local latency. Since for cloud-based game streaming, local latency and network latency manifest similarly in their delay from player input to visual output. Claypool and Finkel [7] find both quality of experience and user performance degrade linearly with an increase in latency for cloud-based game streaming systems.

While useful for understanding and even modeling the effects of local latencies on some gaming tasks and even a first-person game, the impact of local latency on first-person target selection has not been isolated and studied.

2.3 Network Latency and Games
Understanding the effects of network latency on games can help motivate deployment or development of latency compensation techniques [4, 31] to improve user experience when interacting with other players over a network. This section concentrates on first-person shooter games.

Dick et al. [8] show via a survey that players generally think about 120 ms is the maximum tolerable latency for a network game, regardless of game genre, but their user study shows players find 150 ms acceptable for the two first-person shooter games tested. Amin et al [1] find player expertise defines and determines the sensitivity to latency for the first-person shooter game Call of Duty (Activision, 2003), with competitive gamers more adept at compensating for impaired conditions. Armitage et al. [2] estimate the latency tolerance threshold for the first-person shooter game Quake
We designed and implemented a custom game in Unity where the server rolls back the game state to when the player action occurs on the client, applies the action, then rolls the game state forward to the current time.


There is little formal evaluation of individual latency compensation techniques for first-person shooters in general, nor of the benefit of latency compensation to 3D target selection. Our paper takes steps to start to address these shortcomings.

3 METHODOLOGY

To assess the effects of latency on 3D target selection in a first-person game, we built a custom game that isolates the shooting action, implemented two latency compensation techniques, added controlled amounts of latency, recruited participants, and measured player performance and quality of experience.

3.1 3D Target Selection Game

We designed and implemented a custom game in Unity that isolated the action of 3D target selection in a first-person shooter-type setting. In the game, the player stays at a fixed position at a corner of the map and can rotate to change orientation and aim, but cannot move or otherwise change positions. The opponent is a bot that spawns at a random location moving along one of three possible linear paths in the field of view and changes directions to avoid being hit. The opponent’s 3D avatar size is fixed throughout, but the 2D size as seen by the player on the screen changes as the bot moves towards or away from the player. Specifically, movements away from the player result in a decreasing 2D target size while movements towards the player are an increase. While the well-known Fitts’ Law [11] provides for a relationship between target selection time and distance to move the selection device (here, the reticle), it applies to fixed-size targets and does not consider targets that change size (e.g., 2d sizes changes as the 3d avatar moves). The 2D sizes of the opponent bot recorded in our custom game ranges from 1.6 cm² where the bot is far away and appears small on screen to 2105 cm² where the bot is close and takes most part of player’s sight.

To mimic opponent movement in first-person shooter games, we extracted player movements patterns from data from a previous user study on Counter Strike: Global Offensive (CS:GO, Valve, 2012) [29]. Specifically, we obtain the frequency of direction changes and jumps and the distribution of intervals between the same and use these values as the basis for our bot. From the data, the bot changes direction randomly every 3.0 - 8.7 seconds with a standard deviation of 1.4 seconds and jumps randomly every 1.4 - 10.0 seconds with a standard deviation of 2.4 seconds. The player tries to shoot the bot on the screen as fast as possible using a pistol with unlimited ammunition and a firing rate of 1 shot every 250 ms. It takes two hits to kill the bot. While the bot cannot shoot or otherwise damage the player, in order to provide some urgency for the player to shoot the bot quickly, the player’s health is shown to decrease the longer the player takes to kill the bot.

The update rate for the game engine is fixed at 50 Hz. Each frame, the game logs the ongoing score for the player, the position of the enemy, the 2D distance of the reticle to the avatar, and the 3D distance between the player’s position and the bot’s position. The game logs every shot as a hit or miss with corresponding timestamps.

A game round is over after the bot is killed (2 hits) or after 40 seconds, whichever comes first.

The game has one map – a single, square room, 36 meters in length and width, without any cover or obstacles. The player is always at a fixed location on the map in a corner. Before the round starts, the player is given a countdown timer whereupon a bot
We setup the game for our user study in a dedicated, on-campus computer lab. The server hosts the game and is connected via high-speed LAN to the client. The client and server are Alienware PCs with Intel i7-4790K CPUs @4 GHz with 16 GB RAM and an Intel HD 4600 graphics card. The client is equipped with a gaming mouse and monitor so as to minimize local system latency and maintain consistency. The client has a 25” Lenovo Legion monitor running at 1920x1080 pixels displayed at 16:9 and 240 Hz, with AMD FreeSync and a 1 ms polling rate. The clients and the server run Ubuntu 20.04 LTS, with Linux kernel version 5.4.

The local latency was measured with a 1000 frame/s camera (a Casio EX-ZR100) setup to capture the moment a user presses the mouse button and the resulting screen output. By manually examining the video frames, the frame time when the mouse is clicked is subtracted from the frame time the result is visible, giving the local system latency. This measurement method was done 10 times on our client, yielding an average base latency of 22 milliseconds, with a standard deviation of 5 milliseconds.

Local latency delays all input until resulting rendered output, whereas network latency delays receipt of the player’s action at the server and subsequent server response to the client. Since the game server is authoritative, the client cannot update the position of an avatar until the server response has arrived. Thus, for the selection game without latency compensation techniques (as for all client-server games without latency compensation), local latency manifests similarly to network latency. Player orientation input until resulting avatar orientation change seen on the screen is delayed by at least the sum of the local latency and the network latency.

Our intent is to assess local latencies over ranges that might typically be found in personal computers, which range from about 25 milliseconds for a fast gaming system to around 100 milliseconds for a typical computer system [16]. We added latency to all mouse and keyboard input using EvLag [23] – an open-source tool for Linux that adds a constant amount of latency to any input device. Given our client has an average local latency of 22 milliseconds, EvLag adds either 3, 28, 53 or 78 milliseconds of latency for resulting total local latencies of 25, 50, 75, 100 milliseconds, respectively.

Similarly, our intent is to assess network latencies over ranges typically experienced by PC network game players, which can be near 0 milliseconds for a local area network (LAN) game, 100 milliseconds for a reasonable Internet connection, and 200 milliseconds for a slower Internet connection [37]. We added network latency to the server uplink and downlink equally using Linux tc with Netem – a network control tool. The total round-trip network latency added to the client was either of 0, 50, 100 or 150 milliseconds.

Latency compensation techniques can mitigate the effects of network latency on game players. While there are many different types of latency compensation techniques, time warp and self-prediction are among the most commonly used in first-person shooter games [31]. To better understand and quantify how much each helps users in 3D selection tasks with network latency, we investigated four different latency compensation conditions: none, time warp only, self-prediction only, and both time warp and self-prediction. We implemented the different latency compensation techniques in our custom selection game. With self-prediction, the client predicts self movement and orientation. With time warp, the server resolves actions based on previous client game states when the action is triggered on the client. In commercial first-person shooter games played over the Internet, to avoid cheating, the server always makes decisions on game outcomes instead of the clients. Since our game is monitored by a proctor, cheating is not an issue, so for time warp, the client calculates the outcome of the frame based on the game state on the client. The client then notifies the server of the outcome. Upon receipt of the notification, the server updates the game state according to the outcome and synchronizes with the clients. In both our implementation and commercial implementations, timewarp effectively allows the player to aim directly at the target – rather than ”leading” a moving target by aiming in front of them as is required without timewarp – in order to hit the target. Either way, players need to wait a round-trip time from the client to the server to see the outcome displayed on the screen.

While the game is single player in that the player shoots a computer-controlled opponent, the lag compensation algorithms are experienced by the player as they would if they were playing against a human. The client-side prediction is made independently of the opponent action, and the time-warp state rollback on the server happens to match the player’s game state. In other words, neither the client notification nor rollback state would change if there was a human controlled opponent. The actions of the opponent would likely change, but not the latency (and latency compensation) experienced by the player.

Target movement can change the game difficulty and affect player experience [35]. To better understand the effects of target movement, we studied three forms of motion for the enemy bot – normal that includes the movement described above (direction

---

[23] https://wiki.linuxfoundation.org/networking/netem
changes and jumping), normal but without jumping, and stationary without movement or jumping.

Table 1 summarizes the user study parameters.

Table 1: Experimental parameters for the user study.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local latency</td>
<td>25, 50, 75, 100 (ms)</td>
</tr>
<tr>
<td>Network latency</td>
<td>0, 50, 100, 150 (ms)</td>
</tr>
<tr>
<td>Latency compensation</td>
<td>none, time warp, self-prediction, both</td>
</tr>
<tr>
<td>Opponent motion</td>
<td>stationary, normal without jump, normal</td>
</tr>
</tbody>
</table>

3.3 User Study Procedure

The study was approved by our University’s Institute Review Board (IRB). Interested participants first filled out a screener questionnaire with questions on first-person shooter (FPS) game experience to help select participants with some prior familiarity with FPS games. Selected users were invited to the lab at a pre-set time. Users then signed a consent form and positioned themselves at the test computer.

Users first did a custom reaction-time test written in Javascript and launched via a Chrome Web browser. In the test, users waited for a screen color change then clicked the mouse as quickly as possible, doing this 10 times. The average of the 10 values provides a measure of reaction time.

Users started by playing a practice round without any added latency to get familiar with the game. This data was not analyzed. Users next played additional rounds, each with options for local latency, network latency, latency compensation techniques, and target motion, randomly shuffled. The conditions tested include:

A) Local latency: There are 3 conditions investigating local latency only (network latency of 0 ms, no latency compensation, and normal bot motion): local latencies of 50, 75 or 100 ms.

B) Network latency and latency compensation: There are 12 conditions investigating network latency with and without latency compensation (with local latency of 25 ms and normal bot motion): all combinations of network latencies of 50, 100 or 150 ms and four latency compensation conditions: none, time warp, self-prediction, or both.

C) Local latency and network latency: There are 3 conditions assessing latency compensation with local latency and network latency (network latency of 100 ms, local latency of 100 ms and normal bot motion): time warp, self-prediction or both.

D) Target motion: There are 3 conditions investigating target motion (network latency and local latency of 100 ms, no latency compensation): normal bot motion, normal bot motion without jumping, or stationary bots.

Each condition above was repeated 3 times, for a total (3 + 12 + 3 + 3) x 3 = 63 rounds plus the practice round. In addition to these 64 rounds, users play 5 baseline rounds with no latency, no latency compensation techniques and normal motion only. The 5 baseline rounds are uniformly distributed between all other rounds to ensure the consistency of player performance and test if there is fatigue giving the large number of game rounds. In total, each participant played 64 + 5 = 69 rounds.

After each round, users provided a subjective Mean Opinion Score (MOS) rating on a discrete 5-point Likert scale about their experience: “Rate the quality of the previous game round”. Players chose from 5 options: Excellent, Good, Fair, Poor or Bad. After completing the survey, the next round would commence when the user was ready, but users could take as much time as needed before starting the subsequent round.

It took each user about one hour to complete all the tasks in the study. A user study proctor was available for questions and trouble-shooting for the duration.

After completing all the game rounds, users were given a questionnaire with additional demographics questions about gamer experience – average time spent playing games and self-rated expertise with computer games.

Study participants were solicited via university email lists. All users were eligible for a raffle to win a $25 USD Amazon gift card upon completion of the study, and many users received academic credit for relevant classes in which they were enrolled.

4 ANALYSIS

This section first summarizes the demographics of our participants, then analyzes player performance and QoE for latency conditions without latency compensation, followed by analysis of latency compensation, and lastly, the effects of target motion on player performance.

4.1 Demographics

Thirty-nine (39) users were recruited and participated in total. This section provides summary demographics for the participants.

Table 2 summarizes the demographic information for the user study participants. Gamer and first-person shooter (FPS) self-rating are on a five-point scale, 1-low to 5-high. For age, gamer self-rating, FPS self-rating, and reaction times, the mean values are given with standard deviations in parentheses. Ages ranged from 18-32 years old but with the large majority of typical college age. Gender breakdown is predominantly male (31 males), but does reflect the gender breakdown of first-person shooter game players (only about 7% of first-person shooter gamers are women [20]) and our sample pool of students at our university. Half of the participants played 10 or more hours of computer games per week. User self-ratings in general computer games slightly skew towards above the midpoint (mean 3.4), with self-rating in FPS games slightly lower (mean 3.0). Most participants majored in Robotics Engineering, Computer Science, or Game Development. For the reaction time, the base local latency (22 ms) was subtracted from all reaction time trials and the
resulting reaction times averaged for each user. Reaction times are mostly fast (with an average of about 200 ms), typical of computer game players [9].

<table>
<thead>
<tr>
<th>Skill</th>
<th>FPS</th>
<th>Self-rating</th>
<th>N</th>
<th>First hit time</th>
<th>QoE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>1.2</td>
<td>15</td>
<td>4.2 (2.4)</td>
<td>3.1 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>3</td>
<td>11</td>
<td>3.9 (3.5)</td>
<td>3.4 (1.1)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>4.5</td>
<td>13</td>
<td>3.7 (3.1)</td>
<td>3.3 (1.2)</td>
<td></td>
</tr>
</tbody>
</table>

Note, the second hit times are affected by the weapon firing rate (i.e., the minimum time between successive shots = 250 ms in our study). Moreover, many first-person shooter games (although not ours) have weapon recoil that reduces accuracy and increases elapsed time for successive shots. While both factors – firing rate and recoil – are important for first-person shooter game performance for second shots, they are not the focus of our current study. Hence, for all subsequent analysis, we analyze the first hit only.

Figure 3c shows an analysis of quality of experience (QoE) versus total latency. The QoE is from answers to the question “Rate the quality of the previous game round” from 1 (low) to 5 (high). The y-axis is the QoE and the x-axis is the total latency. Each point is the QoE averaged over all users, bounded by 95% confidence intervals. The line is a regression through the mean values with an R² of 0.62, p = 0.064. From the graph, latency degrades player experience, dropping about 0.4 points (on a 5-point scale) every 100 ms.

Player QoE and first hit elapsed time has a medium correlation with an R at −0.32.

4.3 With Latency Compensation

Latency compensation techniques can mitigate the impact of network latency on players and are widely used in computer games, and self-prediction and time warp are commonly used latency compensation techniques in first-person shooter games [31]. We compare four different latency compensation conditions: none, only self-prediction, only time warp, and both self-prediction and time warp. Local latency is kept at a minimum (25 ms), and network latency varies: 0 ms, 50 ms, 100 ms and 150 ms.

Self-prediction [18] estimates game state based on player input, but before getting confirmation from the server. In first-person shooter games, self-prediction primarily helps a player’s movement in the presence of network latency where an avatar moves and changes direction in response to player input as if there is no network latency. In our first-person shooter game, player prediction provides immediate feedback to the player for changing orientation (aiming) without having to get confirmation from the server.

Time warp [43] rolls back game state on the server to when the player action occurred on the client, applies the action, then rolls the game state forward to the current time. In first-person shooter games, the server decides whether a player hits a target based on the previous game state when the player fired the shot, allowing players to aim directly at the target as if there is no network latency.

Figure 4a depicts elapsed time versus network latency where the axes and data are as for Figure 3a. The data is separated out (means and trendlines) by the four latency conditions: none, only self-prediction, only time warp, and both self-prediction and time warp. In the graph, the blue line has the steepest slope, showing that latency
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Figure 3: Versus network latency without latency compensation

Figure 4: Versus network latency with latency compensation

has the most impact on elapsed time when there is no latency compensation. The red line and the purple lines have shallower slopes and are comparable, indicating that each technique individually has about the same ability to mitigate network latency. The black line is almost flat, indicating that both techniques together can nearly completely overcome the effects of network latency on elapsed time. The blue, red and purple lines fit their respective mean values well, with $R^2 = 0.95, 0.89$ and $0.88$ and $p = 0.025, 0.057, 0.061$ respectively. The black line is almost flat with $R^2 = 0.03$ and $p = 0.82$, indicating that with both self-prediction and time warp, latency does not have statistically significant effect on elapsed time.

Figure 4b depicts the same data, but for accuracy. As for the elapsed time analysis, the uncompensated line (blue) is steeper than self-prediction (red) and time warp (purple), and with both self-prediction and time warp (black) the trend line is flat. The blue, red and purple line-fits have $R^2 = 0.88, 0.32$ and $0.49$ and $p = 0.060, 0.43, 0.30$ respectively, while the black line has $R^2 = 0.57$ and $p = 0.24$ – with both self-prediction and time warp, network latency does not have significant impact on accuracy.

Figure 4c depicts QoE versus network latency with compensation techniques. The graph is the same as Figure 3c but the x-axis is only network latency and the data is separated by latency compensation condition. From the graph, as for player performance, QoE degrades the most with latency without compensation (blue), while self-prediction (red) and time warp (purple) both ameliorate the effects of network latency on QoE. The slightly steeper slope of the purple line compared to the red line indicates self-prediction helps QoE more than does time warp. The blue, red and purple lines have $R^2 = 0.99, 0.99$ and $0.99$ and $p = 0.048, 0.073, 0.058$, respectively. The black line for QoE is almost flat with $R^2 = 0.25$ and $p = 0.67$ – with both time warp and self-prediction, latency has little impact on QoE.

As a take away, with both self-prediction and time warp together, latency does not appreciably affect player performance nor QoE for 3D target selection.
4.4 Local Latency and Network Latency

The latency compensation benefits from Section 4.3 can only mitigate the network latencies experienced in Section 4.3 but cannot help with the local latencies. We analyze how effective latency compensation is when there are also high local latencies (test condition C from our methodology).

For Figure 5 the network latency is fixed at 100 ms, while the local latency – either 25 ms or 100 ms – is on the y-axis.

From these graphs, the relative trends in player performance are the same – performance is worse without compensation and using both techniques helps more than each individually. However, even when using both latency compensation techniques together, performance with a local latency of 100 ms is still worse than with a local latency of 25 ms since the latency compensation techniques only mitigate the network latency and not the additional 75 ms of local latency.

In Figure 5a, without latency compensation, there is a significant difference between player elapsed time for 25 ms and 100 ms with \( p < 0.001 \). With only self-prediction or time warp, there is no significant difference between player elapsed time at 25 ms and 100 ms with \( p = 0.17 \) and \( p = 0.005 \), respectively. With both compensation techniques, there is significant difference between player elapsed time at 25 ms and 100 ms with \( p < 0.001 \). In Figure 5b, without latency compensation, there is significant difference between 25 ms and 100 ms with \( p < 0.001 \). With only self-prediction or time warp, there is no significant different between 25 ms and 100 ms with \( p = 0.12 \) and \( p = 0.36 \), respectively. With both compensation techniques, there is no significant difference between 25 ms and 100 ms with \( p = 0.094 \).

For QoE, the individual techniques cannot fully overcome the 100 ms of network latency so player QoE is about the same, although both techniques together improve QoE from about 3.25 to 3.75 when there is only 25 ms of local latency. In Figure 5c, without latency compensation, there is no significant difference between 25 ms and 100 ms with \( p = 0.92 \). With only self-prediction or time warp, there is no significant different between 25 ms and 100 ms with \( p = 0.75 \) and \( p = 1.0 \), respectively. With both compensation techniques, there is significant difference between 25 ms and 100 ms with \( p = 0.041 \).

4.5 Target Motion

While players in first-person shooter games usually shoot at moving opponents, some opponents deliberately jump to avoid being shot while others deliberately stand still, either unaware they are being shot at or to better aim their own weapons.

The data from test condition D in our methodology lets us assess how much these motion variants impact target selection. For this condition, only the motion varies – normal, normal without jumping, and stationary – whereas local latency and network latency are fixed at 100 ms, each.

Figure 6a depicts elapsed time versus the target motion condition. The x-axis is the motion condition and the y-axis is the elapsed time. The circles are mean values and the bars are 95% confidence intervals. Figure 6b is as for Figure 6a, but the y-axis is accuracy instead of elapsed time. From the graphs, player performance is significantly better – about 1/2 the elapsed time and twice the accuracy – when the target is still. Moreover, jumping – a commonly used tactic by first-person shooter opponents – does not significantly degrade the shooting performance of players shooting at the jumper. While we believe these results likely hold in other first-person shooter games, the degree to which they hold will depend upon the avatar speeds, and frequency and height of the jumping and frequency of direction changes.

4.6 Models

Analytic models can help generalize results beyond the necessarily narrow range of conditions tested in a user study. In our case, this means generalizing to latencies other than one of the 7 discrete values used in our experiments. Analytic models can also be used to help with game design, where predicting player performance with latency can be used to adjust the game parameters [32] and change in-game attributes [19, 42, 46] in order to accommodate latency. Moreover, analytic models may be useful for discrete event simulations [24], where game performance can be selected using the model and applied to a simulated game outcome. In our case, a model of 3D target selection with latency could be combined with models of navigation with latency [25] in order to simulate moving and shooting in a first-person shooter game. This may enable predictions of player performance over a broad range of latency conditions, as well as other in-game conditions such as specific game parameters (e.g., weapon attributes, movement speeds).

Since the intent of 3D target selection is to click on the target as fast as possible, we analyze and then model the elapsed time distributions with latency. For now, we only consider the rounds with normal target movement and without latency compensation.

Figure 7a depicts the cumulative distribution functions (CDFs) of elapsed time. The x-axis is length of elapsed time in seconds and the y-axis is the cumulative distribution. The data is grouped for three different total latency conditions. From the graph, there is some visual separation of the lines based on latency, with lower latencies generally having shorter elapsed times (the lines are shifted up and to the left).

Figure 7b depicts the CDFs of elapsed time with latency compensation at 175 ms, as an example. In the graph, blue is for no compensation, red is for self-prediction, purple is for time warp, and black is for both techniques. Since there is no latency compensation in Figure 7a, the blue line in Figure 7b is the same as the green line in Figure 7a. From the graph, there is some visual separation of the lines based on latency compensation techniques, with the “both” condition having the shortest elapsed times, self-prediction only and time warp only having slightly longer elapsed times and “none” having the longest elapsed times.

Since the CDF distributions appear have an exponential shape, we fit an exponential function to the data. The CDF (\( p \)) of the exponential distribution is described by:

\[
p = 1 - a \times \exp(-b \cdot L + c) \times T
\]

where \( L \) is the total latency (in milliseconds), \( T \) is the elapsed time (in seconds) and \( a, b \) and \( c \) are constants.

The other latency conditions are not shown on the graph to make it readable.
The exponential functions fit the distribution data well, with an average $R^2 \approx 0.98$ and average root mean-square error (RMSE) of 0.041. For reference, the model parameters are provided by Table 4.

<table>
<thead>
<tr>
<th>Latency compensation</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$R^2$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>1.34</td>
<td>-1.57</td>
<td>0.51</td>
<td>0.99</td>
<td>0.033</td>
</tr>
<tr>
<td>Self-prediction</td>
<td>1.35</td>
<td>-0.97</td>
<td>0.50</td>
<td>0.98</td>
<td>0.039</td>
</tr>
<tr>
<td>Time warp</td>
<td>1.39</td>
<td>-1.16</td>
<td>0.53</td>
<td>0.98</td>
<td>0.042</td>
</tr>
<tr>
<td>Both</td>
<td>1.54</td>
<td>-0.52</td>
<td>0.60</td>
<td>0.97</td>
<td>0.049</td>
</tr>
</tbody>
</table>

5 DISCUSSION

The analysis of the first versus second shot matches expectations based on Fitts’ Law [11]. The distance the player must move the reticle is farther for the first hit than the second, since for the second shot the mouse starts on the target and only has to move (track) until the weapon cooldown (250 ms) before firing again.

The performance of the player with latency compensation somewhat matches expectations, as well. Specifically, with self-prediction, the player’s input is immediately acted upon by the client making the game responsive as if there is no additional network latency. With time warp, the player can aim directly at the opponent enabling shot resolution as if there is no additional network latency. Combined, the game feels as if there is no extra latency and this is reflected in the QoE scores. Corresponding to this, the player performs as well as they would without latency.

However, the fact that self-prediction or time warp by themselves provide less benefit is expected, but had not been measured. Basically, each technique provides about “half” the performance benefit of the combined pair, albeit neither provides much in the way of QoE benefit which is somewhat surprising. This lack of QoE benefit when used individually may be because even a little bit of latency has a detrimental effect on how the game feels, so compensation needs to overcome all latency for players to perceive the benefit.
As noted, FPS players often jump during a firefight to avoid being shot (i.e., presuming a randomly moving target is more difficult to aim at). However, based on our results, the selection times for hitting a moving and jumping target versus just hitting a moving target without jumping are similar, so this casts doubt on jumping as a dodging technique. In fact, jumping may make it harder to aim, an aspect we did not assess, and so players should consider jumping as an avoidance technique carefully before using in-game.

The analytic models provided, although simple, reveal that selection times are heavy-tailed in that average times can be relatively low – meaning hitting a target can happen quickly – but sometimes it takes a long time to sight and hit an opponent. And these tails get heavier with latency, which may inform players in their expectations and planning in play. On a related note, Fitts’ Law [11] relates elapsed time to select a target with target distance and size. But in Fitts, the target size is fixed whereas our 2D size varies with the relative movement of the 3D target. Our results could provide a foundation for a revised law that relates elapsed time to 3D distance (and 3D size).

Considering moving and shooting are the main player actions in first-person shooter games, the analytic model of 3D target selection can be combined with 3D navigation model from our previous work [25] to simulate a wide range of first-person shooter game scenarios. Combat could be simulated as follows: moving to shoot and avoid being shot are done with successive, alternative “in-sight” and “out-of-sight” time windows generated with the navigation models. In each of the in-sight windows, the time to aim and shoot at the opponent is generated from the elapsed time models. If the elapsed time is contained within the in-sight window, the player hits the shot whereas if the elapsed time is longer than the end of the in-sight window, the player misses the shot. The simulations should be validated using actual first-person shooter game data. Once validated, the model-based simulation could be used for exploration of the first-person shooter games without the need for expensive and time-consuming user studies.

6 LIMITATIONS

Our methodology intentionally had users play against a bot. The movement of the target can alter the difficulty of the game and hence affect player performance and experience. Although the movement of the bot is simulated from real player data from the first-person shooter game (CS:GO), the results may not generalize to all FPS games which may differ in their target motion parameters.

In our custom game, the player only has a pistol as the weapon. However, play style and strategy can vary with type of weapon, which, in turn, may result in different elapsed times and accuracies. Similarly, weapon accuracies and firing rates different than the ones in our study may have alternate performance data.

As noted in Section 4.1, our sample is skewed towards young males. While this may reflect the gender and age breakdown present in some first-person shooter games today, the results reported may not be indicative of players outside of this demographic.

There might be learning effects where players become more familiar with the game and perform better at later rounds, regardless of the latency. While we did not explicitly observe learning effects in our five baseline values, our shuffled test conditions across all rounds should minimize any learning effects on specific conditions.

Serious game players often customize the software settings on their computers and games to suit their personal play preferences. However, since customizations would have created a difference in test conditions between users, we did not allow any changes to the computer settings. This holds for other game configurations, too, such as other mice, keyboards or monitors.

7 CONCLUSION

Understanding the effects of latency on first-person selection can help inform game design and development techniques to mitigate latency’s effects, and also generalize results to a broad range of first-person shooter games through modeling and simulation. This paper presents results from a user study on first-person selection under controlled latency conditions. We isolated selection in first-person games via a custom 3D target selection game where players took a fixed position, then selected (shot at) avatars in a matter akin to first-person shooter games. We also investigated common latency compensation techniques applied in first-person shooter games and studied different types of target movement. We setup our game in a private, local area network and control the local latency and network latency. Thirty-nine (39) participants played our custom game for 69 rounds across 22 different latency, latency compensation techniques and target motion conditions (a total of about 60 minutes of gameplay each), providing objective player performance data (elapsed time, hit/miss ratio) via log files and subjective opinion data. (Quality of Experience) via surveys.

Analysis of the results shows that across the range of total latencies studied, player performance and quality of experience both degrade linearly as latencies increase from 25 ms to 200 ms. Specifically, elapsed times to select at 25 ms of latency average about 60% shorter than elapsed times at 200 ms. Over this same range, Quality of Experience (QoE) decreases about 0.4 (on a 5-point scale) with every 100 ms of latency. Time warp and self-prediction both mitigate the effects of latency, and, when applied together, can eliminate the effects of latency on both player performance and QoE – i.e., players can feel and perform as if there is no network latency when time warp and self-prediction are both used.

Our future work is to investigate the impact of latency on first-person shooter games by simulating first-person shooter behavior using the models in this paper and additional models for first-person navigation [25]. Once developed, such simulations would need to be validated before being used to generalize performance over a wide range of first-person shooter game configurations. Other future work could explore how first-person selection performance varies by player skill, using either self-rated skill [27] or measures of proficiency in a selection task. Other future work can investigate first-person selection with different types of weapons, target motion and map features. Our methodology could be used for gaming actions in other games genres, e.g., Multiplayer Online Battle Arena (MOBA) games like DOTA 2 (Valve, 2013) and League of Legends (Riot Games, 2009), and Real-Time Strategy (RTS) games like Starcraft (Blizzard, 1998). In such a case, individual game actions would need to be isolated for the game and then evaluated.
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