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Abstract.One of the most popular methods for modeling 

students’ knowledge is Corbett and Anderson’s[1] 

Bayesian Knowledge Tracing (KT) model. The original 

Knowledge Tracing model does not allow for 

individualization. Recently, Pardos and Heffernan [4] 

showed that more information about students’ prior 

knowledge can help build a better fitting model and 

provide a more accurate prediction of student data. 

Our goal was to further explore the individualization 

of student parameters in order to allow the Bayesian 

network to keep track of each of the four parameters 

per student: prior knowledge, guess, slip and 

learning. We proposed a new Bayesian network model 

called the Student Skill model (SS), and evaluated it 

in comparison with the traditional knowledge tracing 

model in both simulated and realword experiments. The 

new model predicts student responses better than the 

standard knowledge tracing model when the number of 

students and the number of skills are large. 
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1 Introduction 

One of the most popular methods for modeling students’ knowledge is Corbett and 

Anderson’s[1] Bayesian Knowledge Tracing model. The original Knowledge Tracing 

model does not allow for individualization. Several researchers have tried to show the 

power of individualization. Corbett and Andersen presented a method to individualize 

students’ parameters with a two phase process and reported mixed results[2]. Recent-

ly, Pardos and Heffernan [4] showed that by a single process Bayesian network mod-

el: the prior per student model, more information about students’ prior knowledge can 

help better fit model and provide more accurate prediction of student data. The result 

is inspiring; however, the author only looked into the students’ prior knowledge and 

didn’t extend the individualization to the other aspects of student knowledge, such as 
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of knowing a particular skill at their first opportunity, or gue

learning a particular skill even though students seem likely differ in these aspects. 

goal was to add individualization into the 

The new model we proposed in this paper is called the Student Skill model. It can 

learn four student parameters and four skill 

phase process. The model is shown in 

 

The lowest two levels of this model 
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guess rate or learning rate. Pardos and Heffernan [5] also tried a method where they 

trained all four parameters per student in a pre-process, then took those values and put 

into a per skill model to learn how the user parameters interacted with the skill.

two phase data process, which is complicated to use in real

Our goal was to further explore the individualization of student parameters in order 

low the Bayesian network to keep track of all our parameters per student as well 

as skill specific parameters simultaneously. We proposed a new Bayesian network 

Student Skill model (SS), and evaluated it in comparion to the trad

racing model (KT) in both simulation and real data experiments. 

The new model predicts student responses better than standard knowledge tracing 

when the number of students and the number of skills are large. 

The Student Skill Model 

The Knowledge Tracing model assumes that all students have the same probability 

of knowing a particular skill at their first opportunity, or guess/slip in one skill, or 

learning a particular skill even though students seem likely differ in these aspects. Our 

was to add individualization into the original Knowledge Tracing model. 

The new model we proposed in this paper is called the Student Skill model. It can 

learn four student parameters and four skill parameters simultaneously in a single 

The model is shown in Fig.1. 
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multinomial nodes to represent the identity of each student (node St in Fig.1) and each 

skill (node Sk in Fig.1). Instead of pointing the student identity and the skill identity 

nodes directly to the knowledge nodes, which would result in a huge number of pa-

rameters, we added a level of nodes to represent the four student parameters (node 

StP, StG, StS and StL in Fig.1) and the four skill parameters (node SkP, SkG, SkS and 

SkL in Fig.1). Those parameter nodes are binary nodes that represent the high/low 

level of the corresponding parameters. For example, if the StP node is 1 for a student, 

then the student has high level of prior knowledge, and if the StP node is 0 for a stu-

dent, means the student has low level of prior knowledge. The next level uses condi-

tional probability tables to combines the influence of the student parameters and the 

skill parameters and generates the four standard Knowledge Tracing parameters (node 

P, G, S and L in Fig.1) to be used in the lowest two levels. 

The number of parameters in this model for n students and m skills can be comput-

ed as: 4� + 4� + 16, while the number of parameters in the Knowledge Tracing 

model is: 4�. The cost of individualization is the additional 4� + 16 parameters. 

3 Model Evaluation 

The model is evaluated in both simulated and real data experiments. In our experi-

ments, we used the Bayes Net Toolbox for Matlab developed by Murphy [3] to im-

plement the Bayesian network student models and the Expectation Maximization 

(EM) algorithm to fit the model parameters to the dataset. We choose initial parame-

ters for each skill in Knowledge Tracing as follows: initial knowledge = 0.5, learning 

= 0.1, guess = 0.1, slip = 0.1. 

3.1 Simulation Experiments 

Methodology.  

To evaluate the ability of the Student Skill model to function properly, in this ex-

periment, we generated data from the Student Skill model and compared the predic-

tion accuracy with the Knowledge Tracing model. The data records generated in the 

simulation represent student performances, with 1 representing correct and 0 repre-

senting incorrect. To simulate the random noise in the real data, we randomly flipped 

over 1% of the student performance data. 

To split the training and testing data set, for each student, we randomly selected 

half of the skills data and put them into a training set. The remaining data went to the 

testing set. Both the Knowledge Tracing model and Student Skill model were trained 

and tested on the same dataset. A sequence of performances of given students and 

skills were predicted by both of these models. 

Results.  

Prediction accuracy is the selected metric for evaluating the results. In one simula-

tion, the number of skills was set at 30 while the number of students was changed 

from 5 to 100 to observe the influence the number of student had on SS and KT re-



spectively. Similarly, in another simulation, the number of students was set to be 30 

while the number of skills was changed. 

We observed that, in situations with a small number of students as well as those 

with a small number of skills, the Knowledge Tracing model outperformed the Stu-

dent Skill model. However, when the number of students and the number of skills 

were increased, the performance of the Student Skill model improved and eventually 

exceeded the Knowledge Tracing model. The reason for this trend could be the fact 

that the Student Skill model contains more parameters than the Knowledge Tracing 

model, and with fewer data points, the model behaves less reliably. 

We also compared the Student Skill model and the Knowledge Tracing model un-

der different student parameter variance. The number of students and the number of 

skills were both set to 40, and the number of data points per student per skill was set 

to 10. The student variance was controlled by the real parameters used to generate 

simulated data. When the student variance was 0, all students shared the same param-

eters. We observed that the Student Skill model performs worse when there is no 

variance in student parameters and when the students are highly variant, the Student 

Skill model outperformed the Knowledge Tracing model.  

3.2 Real Data Experiments 

One of the dangers of relying on simulation experiments is that the dataset may not 

reflect real-world conditions. Without evaluation using real data, the success of the 

new model during simulation could simply be caused by the data being generated 

from this model. To further evaluate the Student Skill model, we applied it to real 

datasets and again compared its performance with the Knowledge Tracing model. 

Dataset.  

The data used in the analysis presented here came from the ASSISTments platform, a 

freely available web-based tutoring system for 4th through 10th grade mathematics. 

We randomly pulled out the data of one hundred 12-14 year old 8
th
 grade students and 

fifty skills from September 2010 to September 2011 school year. There are 53,450 

total problem logs in the dataset. 

Methodology.  

The dataset was randomly split into four bins by student and skill in order to perform 

a four-fold cross-validation of the predictions and increase the reliability of the re-

sults. For each student, we made a list of the skills the student had seen and split that 

list randomly into four bins, placing all data for that student and that skill into the 

respective bin. There were four rounds of training and testing, during each round a 

different bin served as the test set, and the data from the remaining three bins served 

as the training set. Again, both the Knowledge Tracing model and the Student Skill 

model were trained and tested on the same dataset. A sequence of performances of the 

given students and skills were predicted by both of these models. 



Results.  

The accuracy of the prediction was evaluated in terms of the Root Mean Squared 

Error (RMSE). A lower value means higher accuracy. The cross-validation results are 

shown in Table 1. 

Table 1. RMSE results of KT vs SS. 

 Fold ID SS KT P value Student Level P value 

Fold1 0.4017 0.4055 0.0432 0.0404 

Fold2 0.4194 0.4385 0.0459 0.0365 

Fold3 0.4144 0.4348 0.0477 0.0451 

Fold4 0.4441 0.4538 0.0420 0.0406 

average 0.4199 0.4331 ------- -------- 

 

To test the reliability of the four folds experiment, we did a paired T test for each 

fold as well as the result of all the folds. The P value that compares the final RMSE of 

the SS model and the KT model of the four folds is 0.0439. The P value for each indi-

vidual fold is shown in the fourth column. Our experiment shows that the difference 

between SS and KT is statistically significant, and the average RMSE shows that SS 

is more accurate than KT under our experimental conditions. We also did reliability 

analysis by computing RMSE for each student to account for the non-independence of 

actions within each student’s dataset, and then compared each pair of models using a 

two tailed paired t-test. The Student Level P values are reported in the last column. 

All the results are statistically reliable. 

4 Discussion and Future work 

In this paper, we built a new Bayesian network model for modeling individual student 

parameters called the Student Skill model and compared it with the knowledge tracing 

model in both simulation and real data experiments.  

In our experiments, we found that the Student Skill model is not always better than 

the Knowledge Tracing model. Under simulatied conditions, we found that the new 

model is generally more accurate when the amount of students and skills are large. 

We are interested in other features that can indicate which model works batter under 

what situations, in the hope that these two models can be combined in order to utilize 

both models’ advantages. 

5 Contribution 

Several researchers have tried to show the power of individualization. Corbett and 

Andersen’s presented a method to individualize students’ parameters with a two phase 

process: first run Knowledge Tracing on all the students and then run a separate re-

gression to learn a set of slip, guess, learning and prior parameters per students. 

Pardos and Heffernan [4] explored the individualized student prior, but did not learn 



all of the student parameters and skill parameters in one single model. We presented 

the SS model, which is elegant in accounting for individual differences (of learning 

rate, prior knowledge and guess and slip rates). Our simulation showed that we could 

reliably fit such a model. The simulation showed plausible results, such as that the SS 

model is better if more variation per student. 

Our contribution is in presenting a model that allows us to use EM to learn parame-

ters individualized to each student, while at the same time learn parameters for each 

skill. We presented simulation and real data experiments that showed this method can 

provide meaningful results. Knowledge Tracing is a special case of this model and 

can be derived by fixing the student parameters of the Student Skill model to the same 

values. In a practical sense, researchers need to figure out when the SS model can 

start to be used, as our simulation showed that SS is better than KT when 1) the num-

ber of skills a student has learned is high, and 2) the number of students is high. 
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