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Abstract. We investigate how different moods and social relationships influence the performance of a dyad collaboration in a simple desktop game. Would the participants rather use their own resources to achieve the shared goal as quickly as possible or collaborate with their partner? Both the appraisal theory of emotions and collaboration theory are foundations of this research. First, we conducted a human study demonstrating the effects of mood and relationship on game play. Second, we implemented a computational model for two virtual agents and compared it to the human study. In the future, we plan to extend the computational model and evaluate it in a human-robot collaboration.
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1 Introduction

Humans collaborate with others in different environments to achieve their short or long term goals. Sometimes the reason is to learn and adapt quickly and effectively to an environment that is exceptionally complex and turbulent, as well as to do tasks one cannot do alone. Because collaborators cannot read their partner’s mind, they rely on surface behaviors including emotional expressions to comprehend what is important and appropriate to their partner during the collaboration. A collaborator who cannot read the partner’s emotional expression, reason about the partner’s emotions, and comprehend what is important to the partner will not act appropriately and intelligently during such interactions [1].

Emotions are short-lived psychological-physiological phenomena that represent efficient modes of adaptation to changing demands of the environment [2]. Moods, are affective states that last longer than emotions, usually for hours or days [3]. Emotions give meaning to people’s evaluation of their social environment. Indeed, the necessity of a social approach to understanding the affective aspects of human cognition is apparent in artificial intelligence, psychology and the social sciences. There are numerous ways that emotions can be social. They
can be conceptualized as responsive to social events and entities, and regulated by social constraints and affordances, and perhaps most provocatively, we can conceptualize emotions as socially constituted.

In this research, our goal was to investigate the role of mood in human collaboration in two relationship types, friendship (communal) and dominant-submissive. Collaboration is a special type of coordinated activity in which the participants work jointly with each other, together performing a task or carrying out the activities needed to satisfy a shared goal [4]. Cognitive appraisal theories of emotion specify the interpretation of events in our surrounding environment and how they are related to emotional experiences [5]. Hence, emotions and affect in general play an important role in this social context.

Our focus is to study how the collaborative and emotional aspects of cognition impact the performance of a short-term dyad collaboration. The study reported here contributes to a better understanding of human collaboration in a simple desktop game. Exploration of the data from the collaboration guided us to implement a synthetic form of the collaborative desktop game running between two virtual agents. After implementation, we “tuned” the architecture to perform like the humans, which we discuss in Section 4.

2 Related Work

To our knowledge, no prior work has examined the relationship between appraisal theory and collaboration theory. However, numerous studies in related areas of science, including psychology, neuro-science, sociology, computer science and artificial intelligence have tried to shed light on the concept and function of individual emotions and affect in general, from several different perspectives. In computer science and artificial intelligence, some researchers are interested in cognitive models of generating emotions, while others focus on nonverbal behaviors and emotional facial expressions. Furthermore, better recognition of emotions through voice, gesture and facial expressions has provided better human-computer and human-robot interaction.

The research set out in the following papers contributed to the design and concept of this study. Emotion, as one of the underlying concepts of our research, is discussed in [6], [7]. As is evident in these sources, researchers have not reached a consensus on these concepts. For this reason, we would like to focus more on the functionality of these psychological or sociological concepts, rather than on their underlying definitions. In [8] Keltner and Gross outline the history, elements and variations of functional accounts of emotions, and in [9] they integrate claims and findings concerning the social functions of emotions at different levels of analysis, including the dyadic level, in which we are interested because our human study and our computational model both investigate dyadic collaboration. Study [10] takes a psychological approach and presents much previous research to conclude that emotions are constantly changing as part of a dynamic social context. As such, artificial agents require dynamic models that are continuously adapting to the interaction and the environment. We have used this concept in our study as
our desktop game provides a dynamic social context and our agents’ emotions can change depending on the status of the game. However, we have restricted and fixed our agents’ overall moods as happy or angry. In [11] the authors focus on the cognitive theory of emotions and its related details to answer the questions ”what are emotions?” and ”what is it about persons and situations that determine how situations are evaluated?” which relates to our evaluation processes of the situations in our game.

In [12] Scheutz addressed the possibility of designing affective artificial agents, discussed ”how affective states could usefully interact with rational processes” and concluded that affect mechanisms should be systematically evaluated in a wide variety of situations to determine the general usefulness of affect for artificial agents. Our research is specifically evaluating how affective states affect humans in collaboration, and whether we can extend this effect to artificial agents. In [13] the researchers integrated an emotion model into a reinforcement-learning architecture to influence perception, provide reinforcement value, and determine when to re-evaluate decisions. This architecture was tested in the context of a solitary learning robot performing a survival task, and the researchers concluded that artificial emotions are useful in behavior-based autonomous agents in this type of environment.

Study [14] constitutes a conceptual comparison with artificial intelligence. Artificial agents were created and placed in an environment where they needed to compete for resources to survive. The agents could be social or non-social, adaptive or non-adaptive, and have a fixed or a variable conflict tendency. The emotional agents were considered as adaptive agents with variable conflict tendencies. These agents out-performed all others except social adaptive agents, revealing the utility of emotions, both in biological and artificial agents. We are taking a similar general approach with our computational model, in that our agents are placed in an environment where they must compete for resources to win, or survive. Our agents also have a similar characteristic as the conflict tendency, in that they have a tendency to keep higher value resources and propose that their partner play its higher value resources. A key difference between the environments is that, while our agents compete for resources, they are also working towards a shared goal.

In [15] researchers reviewed behavioral research to study the significant role of mood and emotion on cognition. They revealed that positive affect leads to ”relational, global or category-focused processing,” while negative affect leads to more ”perceptual, local or item-level processing.” For this reason, the researchers recommend that artificial agents should limit the applicability of negative affective information, and unconstrained or spread the implications of positive affect. Because of this difference in processing due to the type of affective state, our game includes both positive and negative affective states which allowed us to evaluate their effects in our specific collaboration context. [16] is a biologically inspired study that uses social referencing through robotic imitation of human expressions in an anthropomorphic robot. The robot can then evaluate its own imitated expression to determine the affective state of its human companion,
and use this information to learn and remember affective appraisals for objects. Although similar in nature to our study, the concept of imitating a partner’s expression to determine their affective state was not utilized in our study, due to its exploratory nature.

Collaboration, including basic concepts such as goals, beliefs and intentions, as another foundational theory for our research has been explored by studies such as [4] in which the researchers updated SharedPlans, a model of collaborative planning, to handle complex actions and allow for plans to be partial, and [17] in which the researchers establish “basic principles governing the rational balance among an agent’s beliefs, actions, and intentions” to manage an agent’s persistence and commitment to a task. These concepts of collaboration are the foundation of our research. They were used in design of the human study and will be used in our computational model. In [18] a computational model is developed for the interplay of emotions, beliefs and intentions in a group decision-making context based on insights from social neuroscience. The realization of the modeling of theory of mind is discussed in [19], as the researchers’ appraisal model models other agents’ goals, states and beliefs. Our goal is to apply theory of mind in future works, and both [18] and [19] will be useful in our project as we investigate the influence of affect in the collaboration structure including beliefs, intentions and goals.

![Fig. 1. Setting of the game for human study.](image)

### 3 Human Study

This study examined the perceived effects of mood and social relationship type on three aspects of collaboration performance within a simple desktop game context using cards: number of steps, time to accomplish the shared goal, and the score difference between participants. In this game, players had two challenges: (1) to pursue their personal interests by playing lower value resources of their own and by proposing the other player use higher values; (2) to collaborate with
their partner to achieve the shared goal and finish the game. It was hypothe-
sized that, relative to individuals’ given mood and relationship (a) participants
assigned happy moods would collaborate better than participants assigned angry
moods, (b) participants assigned to a friendship relationship would collaborate
better than participants assigned to a dominant-submissive relationship. (See
instructions in Table 1).

Thirty-six people in eighteen pairs were recruited as participants. We elim-
ninated data from six participants due to human errors during the study. All
analyses in this paper are based on the data gathered from thirty participants
in fifteen random pairs (16 males and 14 females). Participants did not receive
any reward for participation.

The study was conducted at Worcester Polytechnic Institute. The experiment
took place in a room containing two seats for two participants and one for the
referee (researcher) who provided the experimental instructions and logged the
data and the results from each game, including the time when the players reached
the predefined shared goal. There was also one table on which the desktop game
was played (see Fig. 1). During all games, participants were seated upright in
comfortable chairs. This study was designed to be within-participant in order
to eliminate the effects of individuals’ age and gender. Each pair played eight
games, taking on all possible combinations of mood and relationship.

3.1 Procedure

On their arrival at the laboratory, participants were met by the experimenter,
who introduced himself as the referee and provided information about the ex-
periment. After participants read the one-page instruction sheet shown in Table
1, the referee asked whether they had any questions. The referee once again ex-
plained key points including the rules about winning and losing, the necessity of
collaboration, the meaning of the two face-down cards, and the final goal of the
game for each participant.

Two different moods were chosen for the study, happy and angry. These
two moods were chosen in order to have one positive and one negative valence
of related affective instances and to simplify the number of moods for social
relationship types, i.e. dominant-submissive and friendship relationships. It is
important to note that the participants were not placed in certain moods and
relationships but assigned certain moods and relationships as roles to play. The
participants were supposed to act out of actual happiness or anger but may have
been attempting to recreate behaviors expected from happy or angry individuals.
Likewise, the relationships were assigned and participants’ behavior were based
on their perceptions of dominant-submissive and friendship relationships, not
the relationship types themselves. The purpose of the first goal (see Table 1)
was to establish collaboration in the game context requiring the participants to
cooperate to achieve the shared goal. The second goal (see Table 1) was designed
to motivate participants to pursue their personal interests to win the game and
thereby arouse participants’ emotions.
Table 1. Instructions given to the participants

Each player will be given two cards face-down:

- One card will specify your role in the relationship.
- The other will specify your most prevalent emotion/mood.

You will also be given 10 playing cards (resources) with values 1 through 10 which you will be required to play during the course of the game. Higher values represent higher resources.

There are two goals in this game:

1. The partners need to work together to build a **value of 60**.
2. Each partner wants to have as many resources as possible remaining at the end of the game.

How to play:

The judge will give each player his/her role and emotion/mood. He will also determine which player is to go first (Player 1). Player 1 will play one of the ten cards in his/her set, based on his/her relationship role and emotion. He will then recommend/suggest/propose a card for Player 2 to play from his set, again based on emotion and role. Player 2 faces a choice: to reject or accept the proposal. He can play any value, but the decision is to be based on the suggestion and his specified mood and role. After he plays, he makes a suggestion to Player 1, who will take his turn. This process repeats until the goal of 60 has been reached.

At this point, the game is ended. The judge will determine how many resources each player has remaining. He will then reset the game and repeat the previous steps 7 more times with different circumstances in each round.

### 3.2 Results

Box plots are used to show the results of the study. As shown in Fig. 2(a) and Fig. 2(b) and Fig. 3, participants playing in happy roles require fewer steps and less time to achieve the shared goal. The participants also acted such that those assigned happy moods had smaller score differences than those assigned angry moods. These three figures also show that participants believe that partners in a friendship relationship require fewer steps and less time than partners in a dominant-submissive relationship, although the time to completion does not show a substantial difference. Partners in a friendship relationship are also expected to have a smaller score difference based on the participants’ behavior. Fig. 2(a) which depicts the number of steps to achieve the shared goal only has one outlier in the dominant-submissive bar. Fig. 2(b) and Fig. 3 have at least one outlier on nearly every bar.

We determined the p-values for the difference between means using paired comparisons. We used a one-tailed t-test to determine whether the data gathered supported our hypotheses, i.e. participants assigned to happy roles collaborate better than participants assigned to angry roles and participants acting as friends collaborate better than participants acting out a dominant-submissive relationship. The p-values that supported our hypotheses are marked in Fig. 2 and Fig. 3 with either one or two asterisks, depending on their level of significance.

---

1. Outliers are represented by small circles.
2. Mood conditions are aggregated over relationship types and vice versa.
Fig. 2. (a) Number of steps to reach the shared goal, and (b) absolute value of score difference of the players versus players’ assigned mood state and relationship type. ** p-values <0.01 (very significant), * p-values <0.05 (significant).

Significance is reported without the Benferroni procedure to enable evaluation of isolated comparisons. These plots show that the data generally supported our hypotheses.

We also investigated the effect of gender on the results. Due to the fact that gender was not assigned to the participants, the effects recorded are possibly the direct result of gender, and not behavioral expectations of the participants. We compared the measured number of steps, score differences, and time to completion between male-male, male-female and female-female groups. In this study, gender only affected time to completion. The mixed-gender groups took longer to finish the task than single-gender groups. The p-value comparing female groups to mixed groups was 0.08, a weak trend, and p-value comparing male groups to mixed groups was 0.0001. The p-values for other comparisons including male-male to female-female time to completion, were greater than 0.25. In this comparison, the p-value showing a 0.05 level of significance, as calculated by the Benferroni procedure is 0.017. These gender effects do not confound the mood and relationship effects we observe above, because each pair performed all eight conditions. We believe the effect of gender on collaboration in this setting requires further study.

3.3 Discussion

Studying humans’ affect, and more specifically mood, in dyad collaboration in different social relationship types was a challenge. We were curious whether our
participants would be able to actually feel the assigned mood for each game as well as understand and play their own social role in the given relationship type. Participants’ comments during each game revealed that most of the participants were (a) trying to express their assigned mood and related emotions in a perceivable way using verbal and nonverbal cues, and (b) trying to map the given mood to the given relationship type independent of their gender and age. For instance, one participant assigned to an angry submissive role said: “How come you never listen to anything I suggest!” while the same player as a happy friend negotiated with his partner to have equal resources remaining at the end of the game.

As mentioned previously, participants acting as happy players reached the shared goal in fewer steps as supported by the p-values. We believe this is because happy collaborators are perceived as being more likely to focus on the shared goal and collaboration instead of their personal desires to win the game. This leads the participants to use more resources to benefit the collaboration.

In Fig. 2(a), the wide range between the maximum and the minimum number of steps where the players’ moods are different implies that when participants are acting out heterogeneous moods, their behavior creates a certain level of confusion which impacts the number of required steps to reach the shared goal. In Fig. 2(b), all the minimum values of the box plots are zero, indicating that at least one pair of players who finished the game had tied scores, independent of their assigned mood or relationship type. Also, the fact that the median values in most of the boxes are closer to the minimum rather than the maximum, means the players had a tendency to tie the game rather than winning with highest possible score. This fact indicates that the participants believed that collaborators view a shared goal as more important than personal advantage, except among pairs assigned dominant-submissive roles, where the dominant player drove the submissive one to achieve the goal quickly.

In Fig. 3, the outliers were the result of discourse between players who attempted to negotiate the resources they would apply during the game. Most appear when one or both of the players’ assigned moods are angry. The maximum number of outliers occur when the players are assigned heterogeneous moods, implying that participants believed that collaborators in different moods are more likely to struggle. Alternatively, assigned friendship relationships have more outliers than dominant-submissive ones, meaning the participants expect friends to negotiate more and show tolerance during collaboration.

4 Computational Experiment

The computational experiment described here was our first step towards implementing a cognitive architecture inspired by the cognitive appraisal theory of emotions [5] and collaboration theory [4]. Our goal was to create a simple computational model that would produce behaviors matching those of our human study. In the future (see Section 5), we plan to run the same model in a human-robot collaboration setting. Hence, we built our own cognitive archi-
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As mentioned above, the cognitive appraisal theory of emotions and collaboration theory are the underlying foundations of our work. This is reflected in our computational architecture shown in Fig. 4. From appraisal theory we have the concept of appraisal frames (containing appraisal variables) as an intermediate description of the agent-environment relationship and a mediator between the stimuli and responses. These variables characterize the significance of events from the agent’s point of view [20]. In our model, we used Desirability, Likelihood and Causal Attribution as three appraisal variables to generate our two emotions, anger and happiness. For instance, a positive value for the desirability variable and a high probability for the likelihood variable elicits joy as the emotion instance. After appraising the significance of the events, the coping mechanism helps the agent determine how to respond. Our preliminary computational model does not contain the existing distribution of coping strategies in the literature [21], namely problem-focused and emotion-focused strategies. However, our model’s response to the environment could be considered to be one of the problem-focused strategies.

Our model includes the concept of proposing a task as postulated in collaboration theory. Each agent proposes a primitive task to the other agent – which resource (card) the other agent should play – in its turn. The other agent either agrees to play the proposed card, or rejects and plays its own desired card. Rejection appears in two different ways. The agent could play a lower value or a higher value than the resource proposed by the other agent. In all cases, the agent’s mood and the social relationship role in the game affects the agent’s decisions.

Turn taking in the game was used to give the agent time to perceive the environment. This perception includes (a) the other agent’s remaining resources, (b) the resources that have been played by both agents to reach the shared goal, (c) the value proposed by the other agent, (d) the resource that was most recently played by the other agent. The agent then applies the acquired data from the environment to make a decision about which value to play. The current self-mood state, the social relationship role of the agent, and the last emotion instance, as
well as whether and how the other agent accepted or rejected the last proposal, are criteria that help the agent to make the decision about how to act on its turn.

4.2 Results

Fig. 5(a) shows the comparison of the mean number of steps for different pairs of moods and relationship types, between the synthetic data and the data we gathered from our human study. As the figure shows, the difference between the human and the synthetic means are less than two steps in all cases.

Fig. 5(b) shows that the mean absolute value of score differences of the synthetic data is similar to that of the human data in most mood and relationship type combinations. The only instances in which the difference is greater than two points is when both of the players are assigned happy moods, independent of the relationship type.

Fig. 6(a) illustrates the comparison of the mean number of steps of the synthetic data and the human data for different pairs of relationship types, according to the existing four pairs of moods. As the figure shows, the difference between the number of steps for the synthetic data and the human data is less than one step, except when both players are assigned happy moods in a dominant-submissive relationship. Error bars in each pair of mean values have less differences when compared with Fig. 5(a) and Fig. 5(b).

Fig. 6(b) compares the mean score differences of the synthetic data and the human data for different pairs of relationship types within four pairs of assigned moods. In most cases, the average values are close and less than three points. There are two exceptions, when both of the players are assigned to a dominant-submissive relationship and the second player is assigned to a happy mood (see circled labels in Fig. 6(b)). Again, the differences between error bars for each pair of mean values are similar to those in Fig. 5(a) and Fig. 5(b).
4.3 Discussion

The similarity between the means and the standard deviations of the human data and the synthetic data in Fig. 5 and Fig. 6 show that we were successful in tuning our computational model to the human data with reasonable accuracy. The patterns in both sets of data were similar. The figures show that we were able to tune our model to nearly match the number of steps to those of the human data. However, we were only able to produce collaborative behavior in our virtual agents that would match the mean score differences of the human data in some cases.

The inability to adequately mimic humans’ collaborative behavior is due to the granularity of details in our current model. For instance, if our agents were able to elicit more than two emotions during collaboration regardless of the mood states, they would be able to evaluate internal and external events more accurately. Our current model supports having more emotions; however, we need to assign more appraisal variables to our appraisal system as other emotions require. These new emotions would allow the agents to evaluate the events with greater detail, leading to a better understanding of the environment.

As mentioned above, our current coping system only has one problem-focused strategy. A coping system possessing a series of emotion-focused strategies could help the agents to be more successful in mimicking humans’ emotional behavior.

One final reason for the non-matching data might be that the agents currently have a lack of beliefs about the other agents’ beliefs and intentions towards the game and the collaboration. If our model were to include the concept of theory of mind, our agents would be capable of forming beliefs about their collaborator’s beliefs, and consequently infer intentions behind their actions. This inference mechanism also benefits the values given to Causal Attribution as one of the appraisal variables in our model. This could notably improve the collaboration performance which directly impacts the score difference and the other measures.

5 Conclusion and Future Work

In this paper, we have described a collaboration of two players in a desktop game context working based on collaboration theory and the appraisal theory.
of emotions. We also described the human study and our first step computational model which was tuned based on our observations from the human study. We recommend a similar human study in which participants are placed in certain moods, rather than assigned moods, so the effects of mood can be directly observed, rather than the expected effects of mood.

As mentioned before, our next step is to use the same computational model on an expressive robot, REETI \(^3\) (Fig. 7). However, we will first improve our model as mentioned in Section 4.3 and check whether we can tune it to be a perfect match for the human data. We plan to run another study in which our robot and a human participant are involved in the same desktop game context and try to collaborate with each other to accomplish the same shared goal. We look forward to determining where the results are similar or different from what we observed in our previous human study.
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\(^3\) REETI is an expressive and communicating robot built by Robopec. (http://www.robopec.com)