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Abstract. Dynamic assessment (DA) has been advocated as an interactive 
approach to conducting assessments to students in the learning systems as it can 
differentiate student proficiency at the finer grained level. Sternberg and others 
have been pursuing an alternative to IQ tests. They proposed to give students 
tests to see how much assistance it takes a student to learn a topic; and to use as 
a measure of their learning gain. They referred to this as dynamic assessment. It 
was suggested that this assisting-while-testing procedure could be done will by 
computer. To researchers in the ITS community, it comes as no surprise that 
measuring how much assistance a student needs to complete a task successfully 
is probably a good indicator of this lack of knowledge. However, a cautionary 
note is that conducting DA takes more time than simply administering regular 
test items to students. In this paper, we report a study analyzing 40-minutes data 
of totally 1,392 students from two school years. We compare two conditions: 
one contains only practice items without intervention while the other condition 
allows students to seek for help when they encounter difficulties. The result 
suggests for the purpose of assessing student performance, it is more efficient to 
take DA instead of just giving practice items. 
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1   Introduction 

In the past twenty years, much attention from the Intelligent Tutoring System 
community has been paid to improve the quality of student learning while the topic of 
improving the quality of assessment has not been emphasized as much. However, 
student assessment is very important. In the US, state tests mandated by “No Child 
Left Behind” are causing many schools to give extra tests to see if they can group 
students together to get special help. Of course giving tests for this practices is not 
meant to help student learn, but is mainly focus on being able to tell teachers and 
principals about how need help on what. It would be great if intelligent tutoring 
systems could be used to do the assessment, so that not time from instruction is stolen 
to do this extra assessment. Many psychometricians would argue that let students 
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learn while being tested will make the assessment harder since you are trying to 
measure a moving target. Can ITSs, if given the same amount of time, be better 
assessors of students (while also of course providing the benefit of helping students 
learn during that time period.  Is it possible to have our cake (better assessment) and 
eat it too (also let student learn)? 

As an intelligent tutoring system adapts the educational interaction to the specific 
needs of the individual student, student modeling is an essential component in ITS as 
well. The learning effectiveness depends heavily on the understanding of student 
knowledge, difficulties, and misconceptions. Yet, assessing students automatically, 
continuously and accurately without interfering with student learning is an appealing 
but also a challenging task.  

Dynamic assessment (DA, or sometimes called dynamic testing, Grigorenko & 
Sternberg, 1998) has been advocated as an interactive approach to conducting 
assessments to students in the learning systems as it can differentiate student 
proficiency at the finer grained level. Different from traditional assessment, DA uses 
the amount and nature of the assistance that students receive which is normally not 
available in traditional practice test situations as a way to judge the extent of student 
knowledge limitations. Even before the computer supported systems become popular, 
much work has been done on developing “testing metrics” for dynamic testing 
(Grigorenko & Sternberg, 1998; Sternberg & Grigorenko, 2001, 2002) to supplement 
accuracy data (wrong/right scores) from a single sitting. Researchers have been 
interested in trying to get more assessment value by comparing traditional assessment 
(static testing; students getting an item marked wrong or even getting partial credit) 
with a measure that shows how much help they needed. Grigorenko and Sternberg 
(1998) reviewed relevant literature on this topic and expressed enthusiasm for the 
idea. Sternberg & Grigorenko (2001, 2002) argued that dynamic tests not only serve 
to enhance students’ learning of cognitive skills, but also provide more accurate 
measures of ability to learn than traditional static tests. Campione and colleagues 
(Bryant, Brown & Campione, 1983; Campione & Brown, 1985) took a graduated 
prompting procedure to compare traditional testing paradigms against a dynamic 
testing paradigm. In the dynamic testing paradigm, learners are offered increasingly 
more explicit prewritten hints in response to incorrect responses. In this study they 
wanted to predict learning gains between pretest and posttest. They found that student 
learning gains were not as well correlated (R = 0.45) with static ability score as with 
their “dynamic testing” (R = 0.60) score. They also suggested that this dynamic 
method could be effectively done by computer, but never pushed toward to conduct 
such studies using a computer system.  

ITSs are perfect test beds for DA as they naturally lead students into a tutoring 
process to help students with the difficulties they have encountered. Traditional paper 
and pencil or even some online assessment usually focuses on students’ responses to 
test items and whether they are answered correctly or incorrectly. It ignores all other 
student behaviors during the test (e.g., response time). However, the most unique 
information from DA is information about the learner’s responsiveness to intervention 
(Fuches et al. 2007) in the tutoring system. There have been a few studies that pay 
attention to such unique information. For instance, recently Fuches and colleagues 
(Fuches et al., 2008) employed DA in predicting third graders' development of 
mathematical problem solving. We (Feng, Heffernan & Koedinger, 2006, 2009) have 



also taken advantage of a computer-based tutoring system (ASSISTments, 
www.assistment.org, Razzaq et al., 2005), to collect extensive information while 
students interact with the system. Our results showed that the assistance model that 
includes no assessment result on the main problems leads to significantly better 
predictions than the lean model that is based on the assessment results alone. This 
relative success of the assistance model over the lean model highlights the power of 
the assistance measures, which suggests not only is it possible to get reliable 
information during “teaching on the test”, but also data from the teaching process 
actually improves reliability. 

Although DA has been shown to be effective predicting student performance, yet 
there is a cautionary note about DA since students are allowed to request assistance: it 
generally takes longer for students to finish a test using the DA approach than using a 
traditional test. For instance, in Feng et al. (2009) we reported that we could do a 
better job predicting student state test score using DA than a contrast case, the 
traditional testing situation. However, there is a caveat that the DA condition has 
included more time than the contrast case, which seems unfair for the contrast case. 
Although this sort of contrast leaves out the instructional benefit (e.g., Razzaq & 
Heffernan, 2006, 2007; Feng, Heffernan, Beck & Koedinger, 2008) of the tutoring 
system and, moreover, may not be well received by teachers and students, whether or 
not the system using DA would yield a better prediction of state scores or learning.  Is 
still worth of further research? In this paper, we report a study that aims to answer this 
question.  

2   Methods 

2.1   ASSISTments, the test bed 

Traditionally, the areas of testing (i.e. psychometrics) and instruction (i.e., math 
educational research and instructional technology research) were separated fields of 
research with their own goals. The ASSISTments system is an attempt to blend the 
positive features of both computer-based tutoring and benchmark testing. The online 
system presents math problems to students of approximately 13 to 16 years old in 
middle school or high school to solve. If a student get an item (the main item) right, 
they will get a new item. If a student has trouble solving a problem, the system 
provides instructional assistance to lead the student through by breaking the problem 
into a few scaffolding steps (typically 3~5 per problem), or displaying hint messages 
on the screen (usually 2~4 per question), upon student request as shown in Fig.1. 
Although the system is web-based hence accessible in principle anywhere/anytime, 
students typically interact with the system during one class period in the schools’ 
computer labs every three or four weeks. As students interact with the system, time-
stamped student answers and student actions are logged into the background database. 
The hypothesis is that ASSISTments can do a better job of assessing student 
knowledge limitations than practice tests or other online testing approaches by using 
the DA approach based on the data collected online.  
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Fig.1. A screenshot showing student requested a hint for one scaffolding question in 

ASSISTments 

2.2    Approach 

Fundamentally, in order to find out whether DA was worth the time, we wanted to run 
a study comparing the assessment value of the following two different conditions:  

• Static assessment condition (A): students were presented with one static (as 
opposed to dynamic) test item and were requested to submit an answer. Once 
they had done that, more static items followed. 

• Dynamic assessment condition (B): students were presented with one static 
test item followed by a DA portion where they could request help.  

Then the question was: Is condition B better at assessing students after we control the 
time?  

We could have conducted an experiment with the two conditions. But, since the 
logging system of ASSISTments had collected data with the information needed by 
DA, we chose to compare predictions made based on data from 40 minutes of time 
across simulated conditions that were similar but not exactly the same as above:  

• Simulated static assessment condition (A'): 40 minutes of student work on 
only main items 

• Dynamic assessment condition (B'): 40 minutes of work on both main 
items and the scaffolding steps and hints 

 
There would be no threat to validity of the comparison as both A' and B' allow 
learning on the test so there was a general trend up that you would expect. So we will 
not devote much attention to the learning value of these conditions. We will refer 
interested readers to the results in our previous publications (e.g. Razzaq & 
Heffernan, 2006, 2007; Feng, Heffernan, Beck & Koedinger, 2008).  



We chose to use student’s end of year state accountability test score as the measure 
of student achievement, and we used data from conditions A' and B' to predict state 
test scores and compare the predictive accuracy of the two conditions.   

2.3 Data 

The first raw data set we considered came from the 2004 – 2005 school year, the first 
full year in which the ASSISTment system was used in classes in 2 middle schools in 
Massachusetts. Totally 912 8th grade students’ logs were maintained in the system 
over the time period from September to May. Among these students, we were able to 
obtain complete data for 628. The data set contained online interaction data from the 
ASSISTment system and the results of 8th grade state tests taken in May 2005. 
Students whose state test scores were not available and those who had done less than 
40 minutes of work were excluded.  

The second raw data set we used was from the 2005-2006 school year. About 
3,000 students used the system during the year and among these, we collected a full 
data set for 764 students from Worcester Public Schools, including the online data 
from ASSISTments and their 8th grade state test raw scores. We applied the same 
filter to exclude students who had not done enough work.  

For each of the two raw data sets, we prepared two data sets for analysis, one for 
simulated static assessment condition (A') and one for dynamic assessment condition 
(B'). The data for condition A' included student response data during the first 40 
minutes of work on only main problems; all responses and other actions during the 
DA portion were ignored. On the contrary, the data for condition B included all the 
responses for main questions and scaffoldings, as well as hint requests. For instance, 
consider the following scenario  

Chris spent one minute trying to answer a main question in ASSISTments 
but failed, and was forced into the tutoring session. Chris then spent four 
minutes working through the three scaffolding questions. Chris answered one 
scaffolding question correctly and requested hints for the other two.  

This scenario counted as 1 minute of static work among the 40 minutes of data we 
prepared for condition A' with a response to the main question being recorded as zero. 
Yet it counted as 5 minutes of dynamic work in the data for condition B', including 1 
correct response to scaffolding, 2 incorrect responses to scaffolding and 2 hint 
requests. 

2.3 Metrics 

We followed our work in Feng, Heffernan & Koedinger (2006, 2009) of developing 
online metrics for dynamic testing that measures student accuracy, speed, attempts, 
and help-seeking behaviors. Simply, the metrics we picked were 

• Main_Percent_Correct – students’ percent correct on main questions, which 
we often referred to as the “static metric”. 



• Main_Count - the number of main items students completed. This measures 
students' attendance and how on-task they were. This measure also reflects 
students' knowledge since better students have a higher potential to finish 
more items in the same amount of time. This is especially true for condition 
B' where students’ work on scaffolding also counted as part of the 40 minute 
work. While in condition A', low performing kids could go through many 
items but give wrong answers since their time consumed during the tutoring 
session is disregarded. 

• Scaffold_Percent_Correct - students' percent correct on scaffolding 
questions. In addition to original items, students' performance on scaffolding 
questions was also a reasonable reflection of their knowledge. For instance, 
two students who get the same original item wrong may, in fact, have 
different knowledge levels and this may be reflected in that one may do 
better on scaffolding questions than the other.  

• Avg_Hint_Request - the average number of hint requests per question. 
• Avg_Attempt - the average number of attempts students made for each 

question.  
• Avg_Question_Time - on average, how long it takes for a student to answer a 

question, whether original or scaffolding, measured in seconds.  
The last three metrics are DA style metrics and were not measured in traditional 

tests. They indicate the amount of assistance students needed to finish problems and 
the amount of time they needed to finish the questions.  Our hypothesis is that these 
metrics will be negative correlated with students’ performance. Thereby, the more 
hints they request, the more attempts they make on a question and the longer they 
need to go through a question, the worse their performance.  

Among the above 6 metrics, condition A' used only the first two as predictors to 
simulate paper practice tests by scoring students either correct or incorrect on each 
main problem while condition B' used all the metrics.     

2.4 Modeling 

We ran stepwise regression (probability F to enter <= .05, probability of F to remove 
>= .10) to use the metrics described above to predict student state test scores, and the 
same process was repeated on the second year’s data. For all the models, the 
dependent variable would be state test score while the independent variables differ. 
Specifically, for condition A', the regression model could be viewed as 

Main_Percent_Correct + Main_Count1

 
 => State test score 

And for condition B', it changed to be:   
Main_Percent_Correct + Main_Count + Scaffold_Percent_Correct + 

Avg_Hint_Request + Avg_Attempt + Avg_Question_Time => State test score 

                                                           
1 The number of items done is typically not used as a measure of achievement in traditional 

paper testing. Here we include Main_Count in the simulated static condition just to see how 
the performance goal (i.e. trying to quickly go through more problems) would affect the 
prediction.  



2.4 Results 

First, we noticed that in both years, students finished more test items in static 
condition than in dynamic condition, which is not surprisingly with considering the 
DA portion. Particularly, in year 2004-2005, the average number of main items 
finished was 22 in the simulated static assessment condition while it was only 11 in 
the dynamic condition; in year 2005-2006, the number was 31 in the static condition 
but it was only 13 in the dynamic condition.  

Then, we examined the selected parameters in the regression models of both 
conditions. As summarized Table 1, in year 2004-2005, both variables entered the 
final model for condition A' with Main_Count associated with a negative coefficient, 
which says if students try to go through more items in the limited amount of testing 
time, they are losing their points but not gaining more points. While in year 2005-
2006, only Main_Percent_Correct was considered significant predictor of state test 
score.  

 

Table 1. Parameters entered regression model of simulated static assessment 
condition (A') 

Condition A' 2004-2005 2005-2006 
1 Main_Percent_Correct (+) Main_Percent_Correct (+) 
2 Main_Count (-)  

 
As shown in Table 2, the first three parameters entered the models were the same 

in both years (with the order changed a little bit). Scaffold_Percent_Correct was 
considered not as significant as Main_Count given Main_Percent_Correct. Also, in 
the later year 2005-2006, Avg_Attempt was considered as a significant predictor 
while in the first year it was not.  It was consistent with our hypothesis that more 
attempts on a question will end up with a lower estimated score. Interestingly, in the 
dynamic condition, Main_Count was associated with positive coefficient in both 
years, which was different from what we see in the static condition. This suggested in 
the DA environment, if a student managed to go through more main items, then 
his/her score should be estimated higher.   

Table 2. Parameters entered regression model of dynamic condition (B') 

Condition B' 2004-2005 2005-2006 
1 Main_Percent_Correct (+) Main_Percent_Correct (+) 
2 Scaffold_Percent_Correct(+) Main_Count (+) 
3 Main_Count (+) Scaffold_Percent_Correct(+) 
4  Avg_Attempt (-) 
 

Now that we had looked at the parameters in the regression models, we would 
examine which condition does a better job predicting state test score. The R square’s 
of all models were summarized in Table 3. Additionally, because the models in 
different conditions always had different numbers of parameters, we also chose to use 
Bayesian Information Criterion (BIC) to compare the generalization quality of the 
models. We applied the formula for linear regression models introduced by Raftery 



(1995, p135), which was different from what is typical used for calculating BIC but 
most convenient for linear regression models:   

BIC = n*ln(1-R2) + p*ln(n) 

where  

n: the sample size (for the 2004-2005 data case, n = 628; for the 2005-2006 
data, n=764)  

ln: natural logarithm  

p: the number of independent variables included in each model (not 
including intercept) 

Table 3. Summary of models 

 R2 BIC 
 2004-2005 2005-2006 2004-2005 2005-2006 
Simulated static condition 0.193 0.377 -121 -354 
Dynamic condition 0.228 0.426 -143 -398 

  
 As we can see from Table 3, in both years, the R square of the model from the 

dynamic condition was always higher than that of the simulated static condition. 
Raftery (1995) discussed a Bayesian model selection procedure, in which the author 
proposed the heuristic of a BIC difference of 10 was about the same as getting a p-
value of 0.05. And the lower BIC indicated a better fitted model. Thereby, we can see, 
in both years, the dynamic assessment condition did a significantly better job at 
predicting state test scores than the control condition which is static. 

All in all, based on the results, we conclude that dynamic assessment is more 
efficient than just giving practice test items. So, not only that students are learning 
during DA but also DA can produce more accurate assessment of student math 
performance, even limited by using the same amount of testing time. 

This is surprising as students in the dynamic assessment do few problems and yet 
we get better assessment results. Of course, DA has another major advantage in that 
kids are learning during the test and therefore are not wasting their time just testing, 
while the practices tests are not likely to lead to much learning.   

3   Conclusion 

Dynamic assessment (DA) has been advocated as an interactive approach to 
conducting assessments to students in the learning systems as it can differentiate 
student proficiency at the finer grained level. In this paper, we compare dynamic 
assessment against a tough contrast case where students are doing assessment all the 
time in order to evaluate efficiency and accuracy of dynamic assessment in a tutoring 
system.  

The contribution of this paper is that it eliminates the cautionary note about 
dynamic assessment that says DA will always need a longer time to do as well 
assessing students, which further validates the usage of tutoring systems for 



assessment. ITS researchers have showed the effectiveness of ITS at promoting 
learning (e.g. Koedinger et al., 1997). This paper adds to that fact and presents a nice 
result suggesting that maybe, students should take their tests in ITS as well!  

Combining with our previous findings (Feng, Heffernan & Koedinger, 2006, 
2009), this paper tells us that not only we can better assess students while teaching 
them, but also the assessment can be done more efficiently. Our results are important 
because they provide evidence that reliable and efficient assessment and instructional 
assistance can be effectively blended. At the Race to The Top Assessment 
Competition, public input meetings Input experts advocated for computer-based state 
assessments and argued the tests should be taken more than once a year (U.S. Dept of 
Ed., 2009). The general implication from this series research suggests that such 
computer-based, continuous assessment systems are possible to build and that they 
can be quite accurate and efficient at helping schools get information on their 
students.  
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