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ABSTRACT
The UNION ALL set operator is useful for combining data from multiple sources. With the emergence and prevalence of big data ecosystems in which data is typically stored on multiple systems, UNION ALL has become even more important in many analytical queries. In this project, we demonstrate novel cost-based optimization techniques implemented in Teradata Database for join queries involving UNION ALL views and derived tables. Instead of the naive and traditional way of spooling each UNION ALL branch to a common spool prior to performing join operations, which can be prohibitively expensive, we demonstrate new techniques developed in Teradata Database including: 1) Cost-based pushing of joins into UNION ALL branches, 2) Branch grouping strategy prior to join pushing, 3) Geography adjustment of the pushed relations to avoid unnecessary redistribution or duplication, 4) Iterative join decomposition of a pushed join to multiple joins, and 5) Combining multiple join steps into a single multisource join step. In the demonstration, we use the Teradata Visual Explain tool, which offers a rich set of visual rendering capabilities of query plans, the display of various metadata information for each plan step, and several interactive UGI options for end-users.
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1 INTRODUCTION
The UNION ALL set operation is a mean of combining data from multiple sources. In traditional relational databases, a UNION ALL query resembles a logical table that combines rows of multiple physical tables. The UNION ALL operator is used in modern applications more frequently than ever, and a few emerging examples include: 1) Large Fact Tables in Data Warehousing: A fact table in an existing data warehouse grows too big and a new fact table is defined as an extension of it. When a query is issued against the fact data, it needs to access both tables as one single relation.

Example 1: The following is our running example used throughout the paper. Consider a query that joins two tables \( t_1(a_1, b_1, c_1, d_1) \) and \( t_2(a_2, b_2, c_2, d_2) \) with a UNION ALL derived table that has two branches: one branch retrieving from \( t_1(a_3, b_3, c_3, d_3) \) with a single-table condition on \( b_3 \), and the other branch retrieving from \( t_2(a_4, b_4, c_4, d_4) \) with a single-table condition on \( b_4 \). The query is as follows:

\[
\begin{align*}
\text{SELECT } &a_1, a_2, a, c \\
\text{FROM } &t_1, t_2, (\text{SELECT } a_3, c_3 \text{ FROM } t_1 \text{ WHERE } b_3=3) \\
&\text{UNION ALL} \\
&\text{SELECT } a_4, c_4 \text{ FROM } t_2 \text{ WHERE } b_4=4) \text{ dt}(a, c) \\
\text{WHERE } &c_1=c_2 \text{ AND } d_1>a;
\end{align*}
\]

When the UNION ALL derived table (the output from the inner queries over \( t_1 \) and \( t_2 \)) joins to the outer relations in the query, a naive and straightforward plan is to write all UNION ALL branches to a common spool and then join the common spool to the relations \( t_1 \) and \( t_2 \). However, spooling all branches can be costly. This can be the case, for instance, if the branches are very large fact tables with millions or billions of rows. Spooling all branches may also lead to out-of-spool scenarios and failure of execution. Joining the common spool to the other relations can be costly as well. In Massively Parallel Processing (MPP) systems like Teradata Database [3], the common spool may need to be redistributed for subsequent joins, which can add significant overhead to query execution. In short, queries involving joins over UNION ALL derived tables can become prohibitively expensive if not carefully optimized.

In Teradata, we have introduced and developed new optimizations to overcome the drawbacks of the naive execution plan highlighted above [1]. These optimizations are the core of this demonstration. More specifically, we introduced: 1) A cost-based optimization for pushing joins into the UNION ALL branches, 2) A UNION

\( ^1 \)Spools are intermediate/buffer tables.
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ALL branch grouping mechanism prior to join pushing to reduce the number of branches, 3) Geography adjustment \(^7\) of the pushed relations to avoid unnecessary redistribution or duplication, and 4) Iterative join decomposition of a single pushed join to multiple joins. The demo will also include a newly introduced optimization called "multisource join" that combines multiple join steps into a single multisource step.

In a nutshell, the introduced optimizations are complementary to each other, and combined altogether they open up opportunities for significant speedup for this type of Join-UnionAll queries. A key difference compared to the existing rule-based solutions is that the introduced optimizations are fully integrated within a cost-based optimizer, and thus these optimizations are picked only if they are effective.

We believe the demo will be attractive to the audience since the addressed problem is applicable to a wide range of big data applications, and the introduced optimizations are beyond the standard textbook optimizations in database systems. Moreover, we plan to use the Teradata Visual Explain tool as the demo interface, which offers various high-end capabilities for plan rendering, detailed metadata display, and interactive exploration.

2系统概述

Teradata架构：Teradata数据库是一个高可扩展性的并行数据库引擎，具有先进的共享无事态架构，能够同时处理多个工作线程。并行性是Teradata Dataframe的基石，它允许在单个系统中集成不同的存储模型：行存储、列存储或混合型（行-列）。Teradata支持存储层次结构，具有高度可扩展性和容错性。

Teradata架构包含以下组件：
- **数据立方体（Data Cube）**：存储数据的高维阵列。
- **元数据（Metadata）**：存储数据的特征和属性。
- **查询优化器（Query Optimizer）**：生成最优的查询执行计划。
- **执行计划（Execution Plan）**：描述如何执行查询的步骤。

数据立方体可以由不同的维度（例如，时间、位置、产品等）组成。每个维度可以有多个维度项（或称度量），用于描述数据的特征。数据立方体可以通过多维分析（MOLAP）和列式查询（ROLAP）两种方式进行存储。

操作计划是根据查询优化器生成的，它描述了查询的执行过程。操作计划可以是行式、列式或混合式的，取决于存储模型和查询的需求。通常情况下，操作计划会包含数据的过滤、聚合和连接等操作。

操作计划由终端节点（例如，读取数据、执行计算等）和中间节点（例如，连接和排序）组成。终端节点是针对数据执行实际操作的步骤，而中间节点是将多个终端节点组合在一起的步骤。

操作计划的优化是通过搜索空间中的不同组合来实现的。在优化过程中，系统会使用成本模型来评估不同的操作计划，并选择成本最低的方案。

2.1 融合Join和Union的优化

**UNION All Optimation**：我们简要描述了开发的优化技术。假设\( R \bowtie S \)表示关系之间的子集操作，\( R \)表示UNION ALL视图或导出表与\( n \)个分支的组合。

**Join Pushing**：这个优化旨在避免对所有UNION ALL分支的拼接。如果可能，可以提供示例。

**Branch Grouping**：这个优化允许对多个UNION ALL分支进行单独处理，而其他分支则可以一起拼接。该优化通常在查询优化时应用。

**UNION All Optimations**：我们简要描述了开发的优化技术。假设\( R \bowtie S \)表示关系之间的子集操作，\( R \)表示UNION ALL视图或导出表与\( n \)个分支的组合。

**Join Pushing**：这个优化旨在避免对所有UNION ALL分支的拼接。如果可能，可以提供示例。

**Branch Grouping**：这个优化允许对多个UNION ALL分支进行单独处理，而其他分支则可以一起拼接。该优化通常在查询优化时应用。

**UNION All Optimations**：我们简要描述了开发的优化技术。假设\( R \bowtie S \)表示关系之间的子集操作，\( R \)表示UNION ALL视图或导出表与\( n \)个分支的组合。

**Join Pushing**：这个优化旨在避免对所有UNION ALL分支的拼接。如果可能，可以提供示例。

**Branch Grouping**：这个优化允许对多个UNION ALL分支进行单独处理，而其他分支则可以一起拼接。该优化通常在查询优化时应用。

**UNION All Optimations**：我们简要描述了开发的优化技术。假设\( R \bowtie S \)表示关系之间的子集操作，\( R \)表示UNION ALL视图或导出表与\( n \)个分支的组合。

**Join Pushing**：这个优化旨在避免对所有UNION ALL分支的拼接。如果可能，可以提供示例。

**Branch Grouping**：这个优化允许对多个UNION ALL分支进行单独处理，而其他分支则可以一起拼接。该优化通常在查询优化时应用。

**UNION All Optimations**：我们简要描述了开发的优化技术。假设\( R \bowtie S \)表示关系之间的子集操作，\( R \)表示UNION ALL视图或导出表与\( n \)个分支的组合。
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Figure 2, where a UNION ALL operator has five branches, branches 1 and 2 already have their geography set, which is the geography of the base tables \( t_1 \) and \( t_2 \), since the selection (\( \sigma \)) and projection (\( \pi \)) operators do not change the geography. In contrast, branches 3, 4, and 5 involve either grouping and aggregation (\( \delta \)) or join (\( \bowtie \)) operators, which would require a new geography for their outputs. As illustrated in Figure 2, the branch grouping optimization kicks in under these situations. There are various grouping possibilities between branches 3, 4, and 5 to reduce the number of joins and minimize the overall cost. However, to avoid the exponential cost of trying all possible groupings, Teradata applies some heuristics to decide on the final grouping prior to the join pushing.

- **Iterative Join Decomposition**: Pushing the join into the UNION ALL branches is a kind of join decomposition. For example, referring to Example 1, a join with the derived table \( dt \) can now be implemented as multiple joins as in Figure 1 (b). The iterative join decomposition optimization can perform further decompositions after the push down. For example, consider the left branch of the UNION ALL operator (\( t_3 \bowtie t_1 \)) in Figure 1 (b). If \( t_3 \) happens to be a columnar table, then based on its column groups, the join with \( t_1 \) can be decomposed into multiple joins as illustrated in Figure 3. Join decomposition can be also activated if, for instance, table \( t_3 \) is a row-oriented table but with a secondary index on the joining column. In Teradata, secondary indexes are stored as separately from the base table and it is possible to have a full join with them before joining with the base table.

- **Geography Adjustment**: In Teradata, the geography of a relation specifies how the relation’s rows are distributed in preparation for a join operation. The geography is determined based on several factors including the join type (predicate), relation cardinality, the join method picked by the query optimizer, etc. A relation can have one of four geographies, namely: Direct (i.e., rows are accessed directly from an AMP), Local (i.e., rows are accessed directly from an AMP after some pre-processing), Hash (i.e., rows are redistributed across machines), and Duplicate (i.e., rows are broadcasted to all machines).

Figure 3: Join Decomposition Optimization.

Geography adjustment plays an important rule in UNION ALL join pushing to avoid unnecessary overheads, e.g., avoid unnecessary redistributions and duplications of the pushed relation. For example, considering the relations in Example 1, assume tables \( t_1 \) and \( t_2 \) join first to a specific spool, and then their results are pushed to each of the two UNION ALL branches. The first branch needs a Duplicate geography for the output of \( t_1 \bowtie t_2 \), while the second branch needs Local geography. Under geography adjustment, the system may alter the second-branch desired geography to either Direct and its source comes from broadcasted version, or Duplicate since the data is broadcasted anyway for the first branch.

- **Multisource Join**: This is a newly introduced optimization (not included in [1]). The main idea is that the pushed joins can be performed as one or more multisource steps. A multisource step reads rows from multiple sources (tables or spools) simultaneously. This means that instead of dispatching a separate join step for each join (and possibly incurring the same overhead multiple times), multiple joins can be grouped together as one multisource join step. A multisource join avoids multiple reads of the outer table, repeated building of a hash table for hash joins, and additional spooling and sorts. Distinct from the other introduced optimizations, multisource join is a rule-based optimization. It is applied as a heuristic rule whenever applicable. The optimization kicks in if the same join method is picked for the individual joins and the other relation has the same geography.

3 DEMONSTRATION PLAN

The demonstration plan includes the following items:

- **Learning Lessons to Audience**: A key learning lesson that we plan to emphasize from this demo to both database researchers and practitioners is that despite the decades of research in query optimization, still big data applications trigger the need for non-trivial optimizations. The demo will show examples of these novel optimizations fully integrated within the standard cost-based optimizers, and highlight the significant gain that can be achieved.

- **System Features**: The core system features to be demonstrated are the UNION ALL optimizations highlighted in Sections 1 and 2. The features are compared against both the naive plans, in which UNION ALL branches are evaluated first and spooled to a common spool, and the rule-based optimizations, in which the join pushdown blindly follows some rules instead of being cost based.

- **Datasets and Queries**: We plan to use datasets from the TPC-DS benchmark. This benchmark is a perfect fit for our experiments since its schema already contains three large fact tables with similar structure for sales information, namely Store_Sales, Web_Sales, and Catalog_Sales. Moreover, it has three other large tables for return information, namely Store_Returns, Web_Returns, and Catalog_Returns. Many of the benchmark queries use UNION ALL over these fact tables along with join operations, e.g., queries Q2, Q4, Q14, Q33, Q49, and Q76 [5]. We plan to also add some variations of these queries to create various scenarios serving our demo.

- **Advanced Visual Interface for Query Plans**: To visualize the query plans with and without the optimizations, we use the
Teradata Visual Explain tool (see Figure 4). It is an advanced tool that makes query plan analysis easier. The tool has a rich set of capabilities in the Menu Bar and Tool Bar with various functionalities and display options. The plan steps are captured and represented graphically in a form of a tree. For each step, pop-up windows can be displayed to show high-level text explanation, estimated execution statistics and cardinalities, underlying tables demographics, available indexes, and many others (see Figure 4). The tool can also visualize multiple windows at the same time to facilitate the comparison between different query plans.

- **Visual Performance Analysis**: The Teradata Visual Explain tool also enables monitoring and retrieving information about a query execution in real-time. Statistics, e.g., comparing the actual cost vs. the estimated cost, can be collected at the plan step level within a query. We use this capability to show the bottlenecks during execution; e.g., in a naive UNION ALL plan where the branches are very large tables, the bottleneck is the UNION ALL step.

4 RELATED WORK

Optimizing UNION ALL join queries has been addressed in both research and industry. Herodotou et al. [6] propose techniques for multiway joins over partitioned tables and suggest that they are applicable to UNION ALL queries as well. However, the emphasis of [6] is on partition (branch) elimination, which is different from the scope of our work. IBM DB2 [9] has several optimizations for UNION ALL queries, including join pushdown; however, these are rule based and are done at the query rewrite level. Teradata Database already has similar optimizations [4], but rule-based optimizations are limited to specific scenarios covered by the rewrite rules. In contrast, the optimizations we present in this demonstration are cost based and are integrated in the lookahead framework of the Teradata join planner.

On the other hand, Su et al. [8] present join factorization in Oracle to pull out common tables from UNION ALL branches. Join factorization does the exact opposite of join pushing and does not overlap with our optimizations.

In short, combining the five introduced UNION ALL optimizations and integrating them within a cost-based optimizer is unique to Teradata.
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