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Abstract

Recommendation explanation systems have be-
come increasingly vital with the widespread
adoption of recommender systems. However,
existing recommendation explanation evalua-
tion benchmarks suffer from limited item di-
versity, impractical user profiling requirements,
and unreliable and unscalable evaluation pro-
tocols. We present ALERT, a model-agnostic
recommendation explanation evaluation bench-
mark. The benchmark comprises three main
contributions: 1) a diverse dataset encompass-
ing 15 Amazon e-commerce categories with
2,761 user-item interactions, incorporating im-
plicit preferences through purchase histories;
2) two novel LLM-powered automatic evalua-
tors that enable scalable and human-preference
aligned evaluation of explanations; and 3) a
robust divide-and-aggregate approach that syn-
thesizes multiple LLM judgments, achieving
70% concordance with expert human evalua-
tion and substantially outperforming existing
methods. ALERT facilitates comprehensive eval-
uation of recommendation explanations across
diverse domains, advancing the development
of more effective explanation systems. The im-
plementation is available at https://github.com/
bigheiniu/ALERT-LLMRecomBenchmark.

1 Introduction

Recommender systems have become essential tools
for navigating user preferences and mitigating in-
formation overload in the current era of informa-
tion explosion (Isinkaye et al., 2015; Zhao et al.,
2021; Resnick and Varian, 1997). As these systems
evolve, there is a growing demand for convincing
and useful explanations that provide insights into the
recommendation process, fostering user trust and
enhancing overall satisfaction (Zhang et al., 2020;
Balog and Radlinski, 2020; Chen et al., 2022).

∗This work was mainly done during Yichuan’s internship
at Amazon.

Despite the critical role of explanations, their
effective evaluation remains a significant challenge,
particularly in representing real-world scenarios
and developing automated evaluation methods that
accurately reflect user preferences. Current bench-
mark datasets (Chen et al., 2023; Lu et al., 2023;
Li et al., 2023b; Balog and Radlinski, 2020) suffer
from two major limitations:

Lack of Diverse Categories and User Preference
Data. Existing benchmarks (Lu et al., 2023; Li
et al., 2023b) mainly focus on a single category,
such as movies or books, failing to capture the
complexity and variety of real-world recommen-
dation scenarios. The explanatory features vary
significantly across product domains; for instance,
movie recommendations typically emphasize artis-
tic elements like genres and actors, whereas beauty
product recommendations focus on functional at-
tributes such as moisturizing or exfoliating prop-
erties. This domain-specific variation presents a
significant challenge in evaluating the cross-domain
generalization capabilities of explanation models.
Furthermore, while user preferences are fundamen-
tal to modeling and evaluating recommendation
explanations, as they inform the underlying ratio-
nale for user-item interactions, current user profile
collection methodologies are insufficient. Several
benchmarks (Lu et al., 2023; Li et al., 2023b) rely
on questionnaire-based approaches to collect user
profiles and demographic attributes. However, this
methodology presents inherent limitations in real-
world applications, often yielding incomplete pref-
erence profiles and failing to capture the dynamic
nature of user preferences.

Absence of Scalable and Human-Preference
Aligned Evaluation Protocols. Existing evalu-
ation protocols can be categorized into two main
types: human evaluation and automated evaluation.
While human evaluation (Hernandez-Bocanegra
et al., 2020; Musto et al., 2019) are valuable, they are
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often time-consuming, expensive, and challenging
to scale, hindering rapid iteration and improve-
ment of explanation models. Automatic evaluation
methods (Li et al., 2017, 2023b; Geng et al., 2022;
Xie et al., 2022) often require references to com-
pare the generated results. This approach poses
challenges for evaluating large language model-
based recommendation explanation methods (Lei
et al., 2024) that can generate free-form explana-
tions without following a specific structure. More-
over, these automatic evaluators often misuse user
reviews as ground truth for explanations, ignor-
ing differences between pre-purchase explanations
and post-purchase reviews. This approach fails to
capture the persuasive nature of explanations and
includes irrelevant factors like delivery experiences,
compromising the evaluation’s validity.

To address these challenges, we propose
Automatic LLM Evaluation of Recommendation
explanaTions (ALERT), a novel recommendation
model-agnostic explanation benchmark. Our ap-
proach offers several key innovations addressing the
shortcomings of existing recommendation explana-
tion benchmarks and evaluation methodologies:
• ALERT Dataset: We introduce a comprehensive

benchmark dataset spanning 15 Amazon product
categories, to balance the diversity while also bal-
ancing the cost, we including 2761 user-item inter-
actions, leveraging user purchase behaviors from
Amazon (Hou et al., 2024). This diverse dataset
surpasses existing benchmarks (Chen et al., 2023;
Lu et al., 2023), providing a more realistic and
challenging evaluation environment. By incorpo-
rating users’ purchase history, we enable recom-
mendation explanation models to learn implicit
preferences from actual user behavior.

• LLM-powered Automatic Evaluation Proto-
cols: We introduce two novel evaluation methods
using Large Language Models as judges (LLM-
as-a-Judge), specifically designed for evaluateing
recommendation explanation quality without the
reference requirement. Unlike existing LLM-as-
a-Judge approaches (Zheng et al., 2024; Chiang
et al., 2024) used for general instruction-following
ability, we develop criteria tailored to recommen-
dation explanations. We also propose an divide
and aggregation approach to combine multiple
LLM judgments under each criterion, achieving
high human agreement.

• Validated Reliability: To ensure the reliabil-
ity of our evaluation framework, we create a

meta-evaluation dataset with intentionally cre-
ated negative examples and expert-level human
annotations. Our comprehensive meta-evaluation
demonstrates a strong correlation with expert
human judgments, achieving 70% human agree-
ment and outperforming existing automated and
crowd-sourced approaches in evaluating recom-
mendation explanations.

2 Task Description of Recommendation
Explanations

The primary goal of this benchmark is to inspire
the development of new methods for generating
post-hoc, free-style recommendation explanations
that motivate users to purchase recommended items.
Following prior literature (Zhang et al., 2020; Chen
et al., 2022), we define the task as: “generating
a recommendation explanation by considering the
user’s profile and black-box recommended items,
aimed at increasing user satisfaction and purchase
inclination” as shown in Fig. 1 (A). Formally, for a
user u, let i denote the recommended item, with Xi

representing the item’s context (e.g., title, price);
let Xu represent the user’s purchase history which
is Xu = {Xj}|Xu|

j=0 . It should be noticed that X·
is a text sequence. The task is to generate an
explanation Eui that encourages user u to purchase
item i, described as Eui = G(Xu, Xi), where G(·)
is the explanation generation model.

3 Benchmark Description
Our benchmark, ALERT, consists of two main com-
ponents: curated benchmark datasets and LLM-
powered automatic evaluators, as illustrated in Fig. 1
(B) that work together to provide a comprehensive
evaluation framework for recommendation expla-
nation models. These components are designed
to provide evaluation environment that simulate
authentic recommendation scenarios while facili-
tating scalable evaluation that better capture human
preferences and decision-making patterns.

3.1 Curated Benchmark Dataset Components
ALERT enables reference-free evaluation through
a comprehensive dataset that captures user-item
interactions and their contextual information. The
dataset curation balances representativeness with
quality control.

Recommended Items. We treat the user’s most
recent purchase as the item requiring recommen-
dation explanation. We leverage the rich context
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Figure 1: Evaluation framework for ALERT. (A) is the task description of recommendation explanation. (B) are
two LLM-powered automatic evaluators used in this benchmark. ALERT-Gen is the generative recommendation
explanation evaluation and ALERT-Disc is the discriminate recommendation explanation evaluation.
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Figure 2: Distribution of data categories and statistics
in ALERT.

available in Amazon product listings, incorporating
the item’s title (which typically encapsulates key
features), price point, and merchant information.
This comprehensive item representation enables
explanation models to generate more contextually
relevant explanations that highlight specific product
aspects aligned with user preferences.

User History. We construct user profiles based
on purchase histories. This approach offers sev-
eral advantages over traditional demographic data
collection (Chen et al., 2023; Lu et al., 2023): 1) En-
hanced privacy protection through the exclusion of
sensitive demographic information; 2) Concrete ev-
idence of user preferences through actual purchase
decisions; 3) Simplified data collection through
existing transaction records. Each user profile
consists multiple dimensions, including previously
purchased item categories, purchase frequency pat-
terns, and typical price ranges, enabling explanation
models to generate personalized recommendations
based on demonstrated user behavior.

Dataset Quality Control. To ensure the quality
and diversity of purchase behaviors, we retained

items with titles containing at least six alphabetic
characters and selected users with 5-20 purchase
transactions. This balance provides sufficient behav-
ioral data while maintaining dataset manageability.
Furthermore, we exclusively considered 5-star rated
purchases and randomly sampled a maximum of
200 purchase behaviors per category to prevent
category bias while maintaining dataset diversity.
After filtering, the statistical distribution of ALERT
is presented in Fig. 2.

3.2 LLM-powered Automatic Evaluators
Evaluating the quality of recommendation explana-
tions is a complex task that requires a well-defined
set of criteria and a robust evaluation process. In
this section, we introduce an automatic evalua-
tion framework powered by Large Language Mod-
els (LLMs) that addresses these challenges. We
begin by presenting a set of carefully designed
evaluation criteria that capture the key aspects of
high-quality recommendation explanations, enhanc-
ing interpretability and reducing ambiguity in the
evaluation process. Next, we describe two types
of LLM-based evaluators, ALERT-Gen and ALERT-
Disc, which leverage these criteria to assess expla-
nation quality. To effectively handle the complexity
of the evaluation task, we propose a divide and
aggregate approach that combines the judgments
of multiple LLM evaluators. Finally, we discuss
the evaluation metric used in ALERT to quantify the
performance of recommendation explanations.

3.2.1 Evaluation Criteria Development
The evaluation criteria were developed collabo-
ratively with an e-commerce editorial team and
refined through user studies. These criteria balance
technical system requirements with user needs in



e-commerce settings, providing a framework to
assess recommendation explanation effectiveness.

Explanation Evaluation Criteria.

• Reasoning: Provide reasons based on user prefer-
ences, item attributes, or past behaviors, tailored
to each user’s specific context. Consistency with
user history and item details is essential.

• Clear and Concise Language: Use simple, con-
versational language that avoids jargon and is easily
understandable by the average customer.

• Engaging Narrative: Allow customers to envision
using and enjoying the product by providing an
engaging narrative.

• Neutral Tone: Maintain a neutral, informative
tone, avoiding overtly sales-oriented language
while offering clear, objective reasons for recom-
mendations.

3.2.2 LLM-as-a-Judge Architectures
With the evaluation criteria in place, we now in-
troduce our LLM-based evaluation framework that
leverages these criteria to assess the quality of
recommendation explanations. Our framework em-
ploys two types of LLM evaluators, ALERT-Gen
and ALERT-Disc, each offering unique advantages
in capturing different aspects of explanation quality.
To effectively handle the complexity of the evalua-
tion task and ensure a comprehensive assessment,
we propose a divide and aggregate approach that
combines the judgments of these evaluators.

ALERT-Gen. The generative evaluator, powered
by Claude-3-Sonnet, performs comparative analysis
of explanation pairs using Chain-of-Thought (Wei
et al., 2022) reasoning. For each comparison,
ALERT-Gen generates: 1) explicit reasoning steps
showing how the comparison was made by follow-
ing the evaluation criterion, and 2) a final preference
statement in the format “[[A/B/C]] Model A/B is
better than Model B/A or Tied.” To mitigate po-
sition bias, we systematically swap the position of
explanations being compared.

ALERT-Disc. Although generative evaluation pro-
vides both comparisons and rationale of the judg-
ment, it is typically more computationally expen-
sive and may not optimally reflect human prefer-
ences (Lambert et al., 2024a). The discriminative
evaluator assigns a score to each model’s response
based on predefined evaluation criteria. The scores
are then compared, and the response receiving the
higher score is judged as superior. The scores
are then compared, and the response receiving the
higher score is judged as superior. We implement
ALERT-Disc using ArmoRM (Wang et al., 2024b,a),
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Engaging Judge 

Neutral Judge 

Model A’s
Explanation

Model B’s
Explanation

A is better than B

B is better than A

A is better than B

A is better than B

A is better than B

Divide

Aggregation: Majority Voting

Figure 3: Diagram of the divide and aggregation evalua-
tion process for ALERT-Gen and ALERT-Disc.

which has achieved the state-of-the-art performance
in RewardBench (Lambert et al., 2024b) during
June 2024.

Divide and Aggregate Evaluation Process. As
illustrated in Fig. 3, the divide and aggregate pro-
cess begins by breaking down the evaluation criteria
into individual components. Each criterion is used
to prompt an LLM evaluator to compare two ex-
planations and determine the preferred one. The
individual preferences are then aggregated through
majority voting to arrive at a final judgment. By
decomposing the evaluation task into smaller, more
focused assessments and combining the results, we
ensure a comprehensive and robust evaluation of
recommendation explanations.

3.2.3 Evaluation Metrics
To quantify the performance of recommendation
explanations, we employ the widely adopted win
rate metric, which has been used in previous studies
on evaluating the quality of generated text (Zheng
et al., 2024; Lin et al., 2024). The win rate calcu-
lates the percentage of user-item interactions for
which the evaluated explanation is preferred over a
baseline explanation. In our experiments, we use
the PreferenceLogic as the baseline, which gener-
ates explanations by connecting user preferences
and item attributes through prompting an LLM.

4 Meta-Evaluation of ALERT-Gen and
ALERT-Disc

To rigorously assess the efficacy of our proposed
automatic evaluation methods, ALERT-Gen and
ALERT-Disc, we conduct a comprehensive meta-
evaluation framework that examines three critical
dimensions: their reliability in detecting subop-
timal explanations, their correlation with expert
human judgments, and their computational effi-
ciency in terms of time and cost savings. This
systematic evaluation approach enables us to vali-



Evaluators Data Interruption Prompt Interruption AVG.Item-Replace User-Replace Empty-User Minor-Benefits Misinfo. Jargon Bad-Experience

MTurk* 0.922 0.073 0.196 0.091 0.345 0.900 0.556 0.440

MT-Bench 0.354 0.333 0.292 0.333 0.250 0.350 0.333 0.321
LLMAsEvaluator 0.627 0.254 0.274 0.182 0.259 0.700 0.555 0.408

ALERT-Gen w./o D.A. 0.980 0.529 0.345 0.454 0.273 0.800 0.556 0.563
ALERT-Disc w./o D.A. 0.980 0.455 0.471 0.636 0.709 0.950 0.889 0.727

ALERT-Gen 0.980 0.627 0.418 0.545 0.309 0.900 0.667 0.635
ALERT-Disc 0.980 0.564 0.431 0.727 0.870 1.000 0.778 0.764

Table 1: Inferior explanations detection result. The highest accuracy is marked by bold. Random guess would
achieve an accuracy 0.5.

date our methods through both controlled experi-
mental conditions and real-world human preference
data, while demonstrating the practical advantages
of automated evaluation over traditional manual
evaluation procedures.

4.1 Baselines of Evaluation Methods
We compare our proposed evaluation methods
against several established baseline approaches:
1) MTurk: Crowdsourced annotation from Amazon
Mechanical Turk, using majority voting over 9 an-
notators per annotation task. 2) MT-Bench (Zheng
et al., 2024): an LLM-as-a-Judge approach for eval-
uating LLM instruction following ability; and 3) LL-
MasEvaluator (Zhang et al., 2024): a Likert-style
LLM-as-a-Judge evaluator that evaluates recom-
mendation explanations based on persuasiveness,
transparency, accuracy, and satisfaction. Addition-
ally, we develop variants of our evaluation methods
that process all judge criteria in a single call, rather
than dividing the evaluation criteria and aggre-
gating preferences through multiple calls. These
variants are denoted with the suffix “w./o DA.” to
both ALERT-Gen and ALERT-Disc.

4.2 Inferior Explanations Detection Test
To examine the evaluation methods’ ability to iden-
tify explanation quality differences, we construct a
set of controlled test cases by introducing systematic
interruption to explanations generated by Prefer-
enceLogic (discussed in § 5.1). This semi-synthetic
evaluation methodology enables validation without
the need for additional human annotations (Zeng
et al., 2024). The variations are categorized into
two types: 1) Data Interruption which includes
item replacement, user replacement, and user pro-
file empty. 2) Prompt interruption1 intentionally
disrupts the explanation prompt to generate negative
examples that are not easily identifiable.

1The prompt for generating interrupted explanation can be
found on Appendix A

Detection Results. The results presented in Tab. 1
lead to several observations. First, the User-Replace
and Empty-User conditions pose the greatest chal-
lenges for the evaluators. Under the User-Replace
condition, the proposed ALERT-Gen and ALERT-
Disc evaluators significantly outperform other eval-
uators, achieving accuracies of 0.627 and 0.564,
respectively. Moreover, the MTurk accuracy of
0.073 suggests the presence of systematic biases in
the annotations, where workers relied on superfi-
cial features rather than conducting a meaningful
evaluation of user-explanation alignment. Inverting
these predictions would yield higher accuracies
(e.g., 0.927 instead of 0.073), further highlighting
the biases. These results demonstrate the supe-
rior ability of the proposed evaluators in detecting
inconsistencies between user profiles and explana-
tions. The Empty-User condition emerges as the
most challenging, with all evaluators struggling to
achieve high accuracy. This difficulty likely arises
from the evaluators’ tendency to infer user prefer-
ences from detailed item descriptions, even in the
absence of user information. Finally, the results
consistently validate the effectiveness of the ALERT-
Gen and ALERT-Disc evaluators across diverse test
conditions, underscoring the versatility and relia-
bility of the proposed approach in detecting many
potential issues in recommendation explanations.

4.3 Correlation with Human Judgment
This meta-evaluation ensures that our automated
evaluation closely approximates expert human eval-
uation, potentially reducing the need for resource-
intensive manual evaluations in future research.
To collect reliable human judgments, three profes-
sional data annotators with extensive experience
in natural language processing and e-commerce.
These annotators were not involved in the paper’s
authorship or research, ensuring an unbiased eval-
uation. Their expertise surpasses that of average
crowd workers, guaranteeing high-quality annota-



tions. A comprehensive Standard Operating Pro-
cedure (SOP) was developed to break down the
final preference decision into a sequence of sub-
questions. This approach enables a more nuanced
evaluation and includes early stopping rules to
optimize annotation efficiency. For each subques-
tion, carefully selected examples were provided
to illustrate preferred options and their rationales,
further enhancing annotation quality and consis-
tency. The inter-annotator agreement (IAA) of 0.24
on Krippendorff’s alpha indicates moderate agree-
ment, which is reasonable given the complexity
and subjectivity involved in evaluating recommen-
dation explanations. To ensure a comprehensive
evaluation set, 88 pairs of recommendation expla-
nations were randomly selected from the 5 recom-
mendation explanation models mentioned in § 5.1,
namely user-based, item-based, review extraction,
review summarization, and attr2seq. This sampling
method guarantees representation across different
quality levels and model types, providing a diverse
and representative dataset for evaluation.

Evaluators w. Tie w./o Tie
ACC C-κ K-α ACC C-κ K-α

MTurk 0.550 0.279 0.264 0.691 0.391 0.395

MT-Bench 0.333 -0.045 -0.056 0.409 -0.040 -0.051
LLMAsEvaluator 0.448 0.120 0.091 0.576 0.188 0.186

ALERT-Gen w./o DA. 0.506 0.209 0.182 0.621 0.242 0.239
ALERT-Disc w./o DA. 0.539 0.257 0.224 0.705 0.413 0.411

ALERT-Gen 0.512 0.224 0.166 0.667 0.333 0.307
ALERT-Disc 0.540 0.256 0.173 0.711 0.421 0.420

Table 2: Correlation between various evaluators and
expert human judgment. We report Accuracy (ACC),
Cohen’s kappa (C-κ), and Krippendorff’s alpha (K-α)
for scenarios with and without ties. Best results for
automated methods are in bold.

Human Preference Correlation Results. The
evaluation results, reported in Tab. 2, reveal several
important findings: 1). Our proposed ALERT eval-
uators, particularly ALERT-Disc, demonstrate the
highest correlation with human judgment among
all automated methods. This strong performance
is evident in both tie and no-tie scenarios, with
ALERT-Disc achieving an accuracy of 0.711 and a
Cohen’s kappa of 0.421 in the no-tie condition. 2).
ALERT significantly outperforms both MT-Bench
and LLMAsEvaluator across all metrics. The poor
performance of MT-Bench (negative kappa values)
suggests that general instruction-following evalua-
tion prompts are inadequate for recommendation
explanation assessment. LLMAsEvaluator shows
better results but still falls short of our method,

underscoring the effectiveness of our specially
designed criteria and framework. 3). Notably,
ALERT-Disc’s performance closely approaches that
of MTurk workers, particularly in the no-tie sce-
nario (0.711 vs 0.691 accuracy). This near-parity
indicates that our automated evaluation can poten-
tially replace human effort in many cases, offering
real-time assessments without sacrificing quality.
4). The inclusion of divide and aggregation (D.A.)
evaluation in ALERT yields modest improvements,
particularly for ALERT-Gen. These results collec-
tively validate the effectiveness of ALERT-Gen and
ALERT-Disc as a reliable automated evaluator for
recommendation explanations, closely approximat-
ing expert human judgment while offering signifi-
cant advantages in terms of scalability and real-time
evaluation capabilities.

Case Study on Reasoning of Judgment. Our
analysis of human and LLM-based judgment rea-
soning, as shown in Fig. 4, reveals significant
discrepancies in evaluating recommendation ex-
planations. While the human expert and ALERT-
Gen favor Model A’s clear, concise, and neutral
approach, MT-Bench and LLMAsEvaluator pre-
fer Model B’s more detailed and persuasive style.
However, ALERT-Gen demonstrates reasoning more
closely aligned with human expert judgment, sug-
gesting its potential for capturing nuanced aspects
of human preferences.

4.4 Evaluation Efficiency Analysis
A critical aspect of our benchmark is its efficiency
compared to traditional evaluation methods. We
conducted a comprehensive analysis to assess both
the time and monetary costs associated with evalu-
ating 88 pairs of recommendation explanations. To
ensure a fair comparison to cloud-based alternatives,
the ALERT-Disc cost was based on the equivalent
price of renting an Amazon p4d instance2 for the
evaluation duration. For MTurk, each annotation
task involved 9 annotators, with each annotator paid
$0.36 per annotation. As the efficiency analysis
result showed in Tab. 3we have several key observa-
tions: 1) Superior Efficiency and Cost-effectiveness:
Both ALERT-Gen and ALERT-Disc demonstrated
substantial improvements in time efficiency and
cost savings compared to human evaluation via
MTurk. Our automatic methods completed the eval-
uations in 1 minute and 10 seconds respectively,
with costs as low as $0.09 for ALERT-Disc, rep-

2https://aws.amazon.com/ec2/instance-types/p4/
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Figure 4: Case study of generative judge reasoning. Orange content is comments for Model A’s output while blue
content is comments for Model B’s output.

resenting time and cost reductions of over 99.7%
and 99.96% compared to MTurk. This makes our
methods highly scalable for large-scale evaluations
that would be infeasible with human annotators. 2)
Comparison with MT-Bench: Although ALERT-Gen
requires more API calls due to its divided and ag-
gregate nature, it provides better human alignment
with limited time. Furthermore, our ALERT-Disc
method outperforms MT-Bench in both time (10s
vs. 25s) and cost (0.09vs.1.02), demonstrating its
superiority among automatic evaluation methods.
3) Flexibility: while slightly slower and more ex-
pensive than ALERT-Disc, still offers significant
improvements over human evaluation, providing
researchers with options based on their speed, cost,
or evaluation approach requirements.

Evaluator Time (est.) Cost (est.)

MTurk 363min $285.12
MT-Bench 25s $1.02
ALERT-Gen 1min $4.02
ALERT-Disc 10s $0.09

Table 3: Evaluation efficiency analysis comparing time
and monetary costs.

5 Leaderboard Results

This section presents the benchmark performance
of diverse recommendation explanation models on
the full ALERT dataset.

5.1 Recommendation Explanation Methods
We evaluate several popular recommendation ex-
planation models:
• User-based(Kouki et al., 2019; Lu et al., 2023):

Generates explanations based on user similarities,
typically stating, Users with similar tastes to yours
like this item. They have also purchased these
items.”

• Item-based(Kouki et al., 2019; Lu et al., 2023):
Produces explanations based on similarities be-
tween recommended items and the user’s pur-
chase history, often using the statement, This
item is similar to one you’ve already bought.”

• Review Extraction: Directly utilizes review con-
tent, which can be informative but potentially
noisy and not always directly explanatory (Chen
et al., 2021; Xie et al., 2022).

• Review Summarization: Synthesizes multiple
reviews to create a comprehensive overview of
user opinions and item features, offering a gener-
alized rather than personalized explanation.

• Attr2Seq(Dong et al., 2017): Generates reviews
based on hidden attribute information learned
from past user-item interaction reviews.

• RecExplainer-B(Lei et al., 2024): Employs
multi-task learning to align LLM-based recom-
mendation explanation models with recommenda-
tion systems. The training incorporates tasks such
as attribute prediction, user history prediction,



and explanation ability knowledge distillation
from proprietary LLMs, enhancing the model’s
capacity to generate relevant and personalized
explanations.

Additionally, we propose PreferenceLogic3, which
leverages LLMs to generate explanations by con-
necting user preferences with item attributes. This
serves as the baseline for our ALERT-Gen and
ALERT-Dis evaluators in calculating the Win Rate.

For Item-based and User-based methods, we
implement BiasedMF (Koren et al., 2009) fol-
lowing Lu et al. (2023) to identify similar items
and users, then employ LLMs to generate coher-
ent explanations. Models requiring LLM training
(Attr2Seq and RecExplainer-B) utilize Mistral-7B-
Instruct (Jiang et al., 2024), while non-training
methods employ Claude-3-Sonnet. Training data
comprises historical interactions of users and items
present in the evaluation dataset, excluding their
mutual interactions.

5.2 Results and Analysis
Fig. 5 presents the win rates calculated by ALERT-
Gen and ALERT-Disc for various recommendation
explanation models. Our analysis reveals several
key findings: Fig. 5 presents the win rates calcu-
lated by ALERT-Gen and ALERT-Disc for various
recommendation explanation models. Our analysis
reveals several key findings. 1). Both user-based
and item-based recommendation explanations show
the lowest win rates, approaching 0%, suggesting
that these traditional methods may be insufficient
for generating high-quality, personalized explana-
tions in modern recommendation systems. 2).The
performance of review-based explanation methods
is significantly lower than that of our prompting-
based approaches, indicating that directly leverag-
ing review content may not capture the nuanced
preferences and context required for effective ex-
planations. Notably, 3).PreferenceLogic achieves
commendable performance in both types of auto-
matic evaluation, even surpassing the training-based
Attr2Seq approach. This highlights the potential
of LLMs for generating high-quality recommenda-
tion explanations without extensive domain-specific
training. 4).Furthermore, RecExplainer-B outper-
forms Attr2Seq, demonstrating the importance of
multi-task learning in recommendation explanation
models. This approach enables the model to better
understand specific data types and learn explanation

3Prompting details are provided in Appendix A
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Figure 5: Automatic benchmarking results. The recom-
mendation explanation are compared against prompting
Claude3 Sonnet’ output.

generation capabilities from other LLMs, under-
scoring the benefits of in-domain data training for
recommendation explanation tasks. These findings
suggest that while traditional methods may be in-
sufficient for modern recommendation explanation
tasks, LLM-based approaches - particularly those
leveraging multi-task learning - show significant
promise in generating relevant, personalized, and
high-quality explanations.

5.3 Evaluation Criteria Decomposition
Analysis of the granular performance metrics from
ALERT-Gen and ALERT-Disc across evaluation cri-
teria (see Tab. 4) reveals distinct patterns. Re-
cExplainer demonstrates superior overall perfor-
mance, achieving notable success in reasoning and
narrative engagement (71.4% win rate for both
metrics). While Attr2Seq exhibits balanced per-
formance across metrics, it particularly excels in
communication clarity (49.0%). ReviewSumm
and ReviewExtract show competence in reasoning
but demonstrate deficiencies in maintaining neutral
tone. Conversely, User-Based and Item-Based ap-
proaches maintain strong tone neutrality (>57%)
but underperform in reasoning and engagement.

6 Related Work

Benchmark for Recommendation Explanation
Generation. The field of recommendation expla-



Method Reason. Clear. Engag. Nertral

User-Based 0.166 0.166 0.181 0.583
Item-Based 0.100 0.200 0.200 0.577

ReviewSumm 0.485 0.363 0.161 0.171
ReviewExtract 0.315 0.271 0.184 0.166

Attr2Seq 0.297 0.489 0.363 0.500
RecExplainer-B 0.714 0.500 0.714 0.625

Table 4: Granular performance comparison of recom-
mendation explanation methods.

nation evaluation has seen significant developments
in recent years, with several benchmarks contribut-
ing to our understanding of explanation quality and
effectiveness. Datasets such as REASONER (Chen
et al., 2023) and Sel-Explain (Lu et al., 2023) have
provided valuable insights into specific domains
like movies or books. These benchmarks have
employed various approaches to capture user prefer-
ences, ranging from questionnaires to the analysis of
user reviews. Evaluation protocols in the field span
from human evaluations (Hernandez-Bocanegra
et al., 2020; Musto et al., 2019) to automated meth-
ods (Li et al., 2017, 2023b; Geng et al., 2022; Xie
et al., 2022) designed to assess explanation quality
efficiently. As the field progresses, there is growing
interest in developing benchmarks that can address
a wider range of product categories, capture more
nuanced user preferences, and accommodate di-
verse explanation types, including the free-form
explanations generated by large language models.

Recommendation Explanation Generation.
Recommendation explanation generation has
evolved significantly, moving from matrix factor-
ization methods that align user-item interactions
with explicit features (Zhang et al., 2014; Chen
et al., 2016) to more sophisticated natural language
generation approaches. The advent of Large Lan-
guage Models (LLMs) has revolutionized this field,
enabling the generation of fluid, human-like expla-
nations (Chu et al., 2024; Geng et al., 2022; Lei
et al., 2024). LLM-based models leverage vast
textual data and general world knowledge to ex-
tract nuanced user preferences and item attributes,
facilitating more contextually rich explanations.
These models often employ multi-task learning and
prompting techniques to generate free-form expla-
nations directly. However, they face challenges
such as content hallucination, which can lead to
inaccurate explanations. To address this, recent
research has explored retriever-augmented genera-
tion (RAG) techniques (Yang et al., 2024; Li et al.,
2023a), which anchor the generation process to key

aspects retrieved from reviews, thereby improving
factual accuracy while maintaining the fluidity of
free-form explanations. This approach represents a
promising direction in balancing the creativity of
LLM-generated explanations with the need for ac-
curacy and relevance in recommendation systems.

LLM-as-A-Judge The emergence of Large Lan-
guage Models (LLMs) as evaluators, known as
LLM-as-A-Judge, represents a significant advance-
ment in automated assessment techniques. This
approach aims to bridge the gap between human
evaluation, which remains the gold standard but is
often prohibitively expensive and time-consuming,
and traditional automated metrics. Several bench-
marks have successfully employed this method,
including MT-Bench (Zheng et al., 2024), AlpacaE-
val (Li et al., 2023c), ArenaHard (Chiang et al.,
2024), and WildBench (Lin et al., 2024). In the
context of recommendation explanations, LLM-as-
A-Judge offers the potential to assess explanation
quality across multiple dimensions, such as rel-
evance, persuasiveness, and coherence, without
the need for reference explanations. This flexi-
bility is particularly valuable for evaluating free-
form explanations generated by advanced models.
Additionally, some researchers have explored dis-
criminative judge models (Wang et al., 2024c) that
predict scores for generated explanations, further
enhancing the scalability and consistency of auto-
mated evaluation methods. As the field progresses,
LLM-as-A-Judge approaches are likely to play an
increasingly important role in developing and refin-
ing recommendation explanation systems.

7 Conclusion

This paper introduces ALERT, a novel recommen-
dation model-agnostic explanation benchmark that
addresses key limitations in existing evaluation
methods. ALERT contains a diverse dataset from
15 Amazon e-commerce categories and introduces
two innovative LLM-powered automatic evaluation
methods for flexible evaluation of free-form expla-
nations without ground-truth references. Our meta-
evaluation experiments demonstrate that ALERT’s
automated evaluation approaches: ALERT-Gen and
ALERT-Disc achieves high correlation with human
judgments, outperforming existing methods. By
providing an efficient, scalable, and reliable ap-
proach, ALERT aims to accelerate the development
of more transparent and user-friendly recommenda-
tion explanation models.



8 Limitations

While our study introduces a novel benchmark
ALERT for recommendation explanation, we ac-
knowledge several limitations in our current ap-
proach. Firstly, we did not conduct a thorough
analysis of potential data leakage during LLM pre-
training. Given that our benchmark data were
crawled from websites, there is a possibility that
some of this information may have been included
in the training data of certain LLMs. This potential
overlap could inadvertently favor specific types of
LLMs or prompting methods that can access these
evaluation data, potentially skewing our results.
Additionally, our evaluation framework lacks an
online testing component to further validate the
effectiveness of the LLM-as-evaluator approach.
While our offline evaluations provide valuable in-
sights, we recognize the importance of real-world
testing to fully assess the practical applicability and
robustness of our proposed methods. Implement-
ing online tests would offer a more comprehensive
understanding of how our benchmark and evalu-
ation techniques perform in dynamic, real-time
scenarios. We acknowledge the significance of
addressing these limitations to enhance the relia-
bility and generalizability of our findings. Future
work should prioritize investigating the extent of
data leakage and its impact on recommendation
explanation model performance, as well as con-
ducting online tests to validate the LLM-as-a-Judge
approach in practical settings. These efforts will
contribute to a more robust and comprehensive eval-
uation framework for recommendation explanation
systems.

9 Ethical Considerations

We have taken the following steps to address eth-
ical concerns related to the data collection and
evaluation experiments in this work:
• Fair Compensation for Annotations. In our

meta-evaluation process, we collected human
annotations through Amazon Mechanical Turk
(AMTurk). Workers were compensated at a rate
of $0.36 per task, which is significantly higher
than the platform average. This ensures fair pay-
ment for their time and effort. Additionally, we
engaged expert human editors, both full-time and
part-time, for data annotation. Regular meetings
were held with these editors from the outset of
the annotation process to maintain consistency
and quality.

• User Privacy Protection. The dataset used
in this study was sourced from the Amazon
Reviews 2023 dataset (https://amazon-reviews-
2023.github.io/), which does not contain sensi-
tive user information. To further protect user
privacy, we will not release any user IDs as-
sociated with the user-interaction data in our
benchmark.

• Data Sensitivity. Our benchmark focuses on rec-
ommendation explanations and does not include
any tasks or data related to sensitive topics or
real-world security vulnerabilities. The scenar-
ios used in our benchmark are based on product
recommendations and reviews, which minimizes
the risk of exposing or exploiting sensitive infor-
mation.

In conclusion, based on these precautions, we be-
lieve that the risks associated with the data collec-
tion and usage of this benchmark for evaluating
recommendation explanation systems are minimal.
We remain committed to addressing any unforeseen
ethical concerns that may arise and to continuously
improving our practices to ensure responsible re-
search in this field.
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A Prompt

In this section, we detail the prompts used for
both generating and evaluating recommendation
explanations. All interactions with Claude 3 Sonnet
were facilitated through Amazon Bedrock4. For
both generation and evaluation tasks, we maintained
consistent parameter settings across all experiments.
For the ALERT-Gen, to make a balance between
creativity and coherence in the judge, we set the
temperature to 0.7 instead of 0.0 for a deterministic
but less creativity in the intermediate rationale..
Additionally, we allowed for a maximum of 2,048
generated tokens to ensure sufficient length for
comprehensive explanations and evaluations.

A.1 Prompts for recommendation explanation
generation.

Meta Prompt for Recommendation Expla-
nation Generation.

Given a user purchase history and item description,
you should explain why the you recommend this item
to users.

Purchase History:{purchase_history}
Item Description:{item_desc}

I need you generate a recommendation expla-
nation in my website like Amazon to encourage users
to buy it. The explanation should be in 20-30 words,
no need to mention the item name. The explanation
also should not contain the phrase ’based on xx’.

### The style requirement of recommenda-
tion explanation are:

4https://aws.amazon.com/bedrock/

Prompt for PreferenceLogic.

[Meta Prompt for Recommendation Explanation Gen-
eration]
1. Reasoning: Explanations should provide the under-
lying reasons for the recommendation, such as similar
user preferences, item attributes, or past user behavior.
Explanations can be tailored to individual users based
on their specific preferences, history, or context.
2. Focus on Benefits, Not Just Features: Don’t just
list the technical specifications. Describe how the
product will benefit the customer and solve their prob-
lems or meet their needs.
3. Use Clear and Concise Language: Avoid jargon or
overly complex vocabulary. Write in a conversational
style using simple language that’s easy for the average
customer to understand.
4. Tell a Story: An engaging description should paint
a picture and allow the customer to envision how
they would use and enjoy the product. Describe the
experience.
5. Use Formatting to Make It Scannable: Break up
the text into small paragraphs or bullets. Use bold,
capitalized subheadings to organize the information.
6. Include Accurate Details and Specs: While focus-
ing on benefits, you still need to provide key product
specifications like dimensions, materials, included
parts, etc.

Prompt for Prompt Interruption: Overuse
of Jargon.

[Meta Prompt for Recommendation Explanation Gen-
eration]
Overuse of Jargon: Explanations should heavily in-
corporate technical jargon and industry-specific ter-
minology. Use complex vocabulary and acronyms
that may not be familiar to the average customer.
Avoid simplifying the language or providing clear
definitions for technical terms. The more jargon, the
better.

Prompt for Prompt Interruption: Overem-
phasis on Minor Benefits.

[Meta Prompt for Recommendation Explanation Gen-
eration]
Overemphasis on Minor Benefits: Explanations
should prioritize minor or trivial benefits of the recom-
mended product while neglecting the main advantages.
Highlight secondary or peripheral features that have
limited impact on solving the user’s problems or meet-
ing their needs. Avoid discussing the core benefits
that would be most valuable to the customer.



Prompt for Prompt Interruption: Negative
Experiences.

[Meta Prompt for Recommendation Explanation Gen-
eration]
Negative Experiences: Explanations should focus on
potential negative experiences or drawbacks of using
the product. Highlight scenarios where the product
fails to meet expectations, causes inconvenience, or
leads to undesirable outcomes. Emphasize the limita-
tions and shortcomings of the product rather than the
positive experiences it can provide.

Prompt for Prompt Interruption: Misinfo.

[Meta Prompt for Recommendation Explanation Gen-
eration]
Misinfo: Explanations should include inaccurate or
misleading product specifications, such as incorrect
dimensions, materials, or included parts. Provide in-
formation that is inconsistent with the actual product
details, potentially leading to confusion or disappoint-
ment for the customer.

A.2 Prompt for Recommendation
Explanation Evaluation

Prompt for ALERT-Gen.

I want you to create a leaderboard of different
of large-language models in recommendation
explanation generation.
To do so, I will give you the user profiles which
maybe users’ attributes or purchase history, and the
recommended item description given to the models,
and the responses of two models.
Please select the models based on which responses
would be preferred by humans. Consider the
following factors in your evaluation.

{Evaluation Criteria}

Here is the context of recommendation, in-
cluding user description and item description:

{context}

Here are the outputs of the models in python
dictionaries format:

”’[{"model": "model_1", "answer": "{ex-
plain_1}"}
{"model": "model_2", "answer": "{explain_2}"}]”’
You should firstly provide the reasoning steps for
choosing the better recommendation explanation,
then output the final prediction by strictly following
the format: [[A]] if model_1 is better, [[B]] if
model_2 is better and [[C]] for a tie.

Prompt for ALERT-Disc.

Given a user purchase history and item description.
You should explain why the you recommend this item
to users.

Purchase History:
{purchase_history}

Item Description:{item_desc}

I need you generate a recommendation expla-
nation in my website like Amazon to encourage users
to buy it. The explanation should be in 20-30 words,
no need to mention the item name. The explanation
also should not contain the phrase ’based on xx’. You
should strictly follow these requirement. ### The
style requirement of recommendation explanation
are: {Evaluation Criteria}

{explanation}

B Additional Analysis
B.1 Backbone Variation for ALERT-Gen
We conducted comprehensive comparative test-
ing across leading language models to identify
the most suitable backbone for explanation evalua-
tion. Claude 3-sonnet demonstrated superior perfor-
mance, achieving 51.2% accuracy in alignment with
human judgments, compared to 47.4% for LLaMA
3-70B and 48.8% for Mixtral-8x7B-instruct. While
the performance differences are modest, they consis-
tently indicate Claude 3-sonnet’s enhanced capabil-
ity in capturing human preferences for explanation
assessment.

Backbone LLMs Accuracy

Llama-3-70B 0.473
Mixtral-8x7B-Instruct-v0.1 0.488

Claude-3-Sonnet 0.512

Table 5: Backbone LLMs analysis of ALERT-Gen.

B.2 Reproducibility of Benchmarks
For ALERT-Disc it is a discriminative model which
will provide deterministic judgment after multiple
runs. However, for ALERT-Gen, whose backbone
model is API-based claude-3-sonnet. To prove
the reproducibility for ALERT-Gen, we conducted
a testing on a representative subset of 88 instances
with three evaluation runs. The 88 instances are
the instances used in meta-evaluation. As the result
showed in Tab. 6, we can observe that: 1) ALERT-
Gen achieves superior reliability scores (Kappa:
0.75, Alpha: 0.75) compared to existing methods.
Notably, ALERT-Gen demonstrates approximately



twice the consistency of MT-Bench (Kappa: 0.37,
Alpha: 0.38) and meaningfully outperforms LLMA-
sEvaluator (Kappa: 0.65, Alpha: 0.65); 2) These
Kappa and Alpha scores above 0.7 indicate "substan-
tial" agreement according to standard interpretation
guidelines, suggesting ALERT-Gen provides stable
and reproducible evaluations critical for practical
model development. The consistently high scores
across both metrics reinforce the robustness of our
evaluation framework.

Evaluators C-κ K-α

MT-Bench 0.374 0.378
LLMAsEvaluator 0.649 0.651
ALERT-Gen 0.749 0.749

Table 6: Caption

C Human Annotation Setup

The setup of human annotation are shown in Fig. 6
and Fig. 7 for expert annotators and crowdsource
annotators respectively.

Figure 6: The annotation pipeline for expert human
annotation.



Figure 7: The screenshots of crowdsource annotators.
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