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Abstract: This article describes our processes for analyzing and mining the vast records of
instructor and student usage data collected by a learning management system (LMS) widely
used in higher education, called Canvas. Our data were drawn from over 33,000 courses taught
over three years at a mid-sized public Western U.S. university. Our processes were guided by an
established data mining framework, called Knowledge Discovery and Data Mining (KDD). In
particular, we use the KDD framework in guiding our application of several educational data
mining (EDM) methods (prediction, clustering, and data visualization) to model student and
instructor Canvas usage data, and to examine the relationship between these models and student
learning outcomes. We also describe challenges and lessons learned along the way.
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1. Introduction LMS provides features to support teaching and
learning activities, such as providing access

Institutions of higher education are  to instructional content, delivering quizzes,
increasingly turning to learning management  conducting assessments, and supporting online
systems (LMSs) to help support their =~ communications and collaborations between
instructional missions (Hawkins & Rudy, students and teachers. In recent years, the
2007; Smith, Lange, & Huston, 2012). An  use of LMSs to support teaching has become
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nearly universal in higher education, with 99%
of institutions in the U.S. reporting use of an
LMS (Dahlstrom, Brooks, & Bichsel, 2014).
Use of LMSs to support online teaching is
also growing rapidly. As of 2012, 26% of
U.S. undergraduate students took at least one
course online (National Center for Education
Statistics, 2015).

An LMS automatically stores all
instructor and student online interactions,
collected as a part of natural instructional
activity. The increasing availability of these
datasets coupled with emerging “big data” and
educational data mining (EDM) techniques
offer unparalleled opportunities for research
on understanding learning and teaching in
higher education (Macfadyen & Dawson,
2010). This is a particularly rich educational
context, encompassing different modalities
(online, blended, and face-to-face), spanning
disciplines, and enrolling different kinds of
students (full-time, part-time, returning, etc.).
These datasets include instructor as well as
student usage data and are longitudinal.

The purpose of this research is to address
the need to explore a range of analysis
techniques and their meaningful application to
a complex dataset collected by an LMS widely
used in higher education, called Canvas.
Our data come from over 33,000 courses
taught over four years at a mid-sized public
Western U.S. university. We describe our
processes, modeling approaches, and results
when applying several data mining methods,
specifically prediction, clustering, and data
visualization. We use these different models
to examine student and instructor patterns
of activities within (micro) courses and
across (macro) courses. We also examine the
relationship between model results and student
learning outcomes, in particular, student final
grades.

In presenting our processes, approaches,

and results, we address the following research
questions:

1) What were the strengths and weaknesses
of our different data mining approaches
in terms of modeling usage patterns and
predicting outcomes? What were the
relationships between these models and
student learning outcomes?

2) What were challenges of and lessons
learned from employing the various
models?

2. Literature Review

2.1. Applying Educational Data Mining to
Learning Management System Data

An LMS is typically engineered to
record and store all learners and instructors
interactions with particular LMS features. For
example, students may view an assignment
posting, submit assignments, download
attachments, etc. This kind of activity, which
was once invisible and ephemeral, can now
be captured and mined as data points by
researchers (Krumm, Waddington, Teasley,
& Lonn, 2014; Long & Siemens, 2011). The
resulting large data sets, when analyzed in
conjunction with increased computing power
and advances in analytical tools, have brought
about new fields of educational research
known as educational data mining (EDM),
learning analytics, and academic analytics
(Baker & Siemens, 2014; Long & Siemens,
2011). Though there are differences between
these fields, they all share the goal of applying
analytical tools to large data sets of learning
data to help better understand student learning
and improve educational experiences (Siemens
& Baker, 2012). Given the focus of this article,
we use the term EDM.

EDM techniques have been applied
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to LMS data sets for many purposes. For
example, EDM results have helped identify at-
risk learners, examine the relationship between
student performance characteristics (e.g.,
major, year of study) and learning outcomes,
monitor student persistence, and inform
instructional design (Angeli & Valanides,
2013; He, 2013; Krumm et al., 2014; Picciano,
2014; Siemens, 2013; Long & Siemens, 2011;
Xu & Recker, 2011;).

In terms of EDM methods, five methods
are widely used in educational research:
prediction, clustering, relationship mining,
distillation of data for human judgment,
and discovery with models (Baker & Yacef,
2009; Bienkowski, Feng, & Means, 2012).
In our review of EDM studies using LMS
data, we found that prediction, clustering, and
distillation of data for human judgment were
the most commonly used. These are described
next.

Prediction refers to developing a model
that can predict a response (or outcome)
variable, such as student performance, from
some combination of predictor variables
(Baker & Siemens, 2014). Many studies
have used prediction methods in order to find
significant predictors of student final grades. In
our review of studies, several LMS variables
were found to be significant predictors of
student final grade including the number of
discussion messages posted, the number of
assignments completed, the number of quizzes
taken (Macfadyen & Dawson, 2010; Thakur,
Olama, McNair, Sukumar, & Studham,
2014), the number of interactions with peers,
the number of file downloads, regularity in
learning intervals (Yu & Jo, 2014), and themes
in questions asked online (Abdous, He, &
Yen, 2012). Other studies found that variables
related to login frequency and the total amount
of time online did not significantly predict
student final grade (Jo, Kim, & Yoon, 2015;
Macfadyen & Dawson, 2010).

Second, clustering is a method to find data
points that naturally group a full dataset into
smaller subsets (Bienkowski et al., 2012). The
grouping object for clustering can be students,
courses, or content. Our review found that
most studies used student LMS usage data
to group students (e.g., Hung, Hsu, & Rice,
2012; Lust, Elen, & Clarebout, 2013; Romero,
Ventura, & Garcia, 2008), whereas a few
studies used the course or course content as
the object of clustering (e.g., Abdous et al.,
2012; Valsamidis, Kontogiannis, Kazanidis,
Theodosiou, & Karakos, 2012). In terms
of clustering algorithm, K-means was the
most commonly used in studies using LMS
data (Lust et al., 2013; Romero et al., 2008;
Valsamidis et al., 2012).

Finally, distillation of data for judgment
refers to depicting data, including data
visualization, to enable humans to quickly
identify and understand its features. At a micro
level, visualization methods such as heatmaps,
graphics, and scatter plots, can be used (Baker
& Siemens, 2014). In a macro level, EDM
results have been used to develop student
monitoring and tracking dashboard systems,
such as the Course Signals System (Arnold
& Pistilli, 2012) and the Context-aware
Activity Notification Systems (CANS) (Laffey,
Amelung, & Goggins, 2009). Such dashboard
tools analyze student interaction patterns in
order to display dashboards of performance
and identify students at-risk of failing.

However, EDM, as an emerging
discipline, has borrowed techniques from other
fields (Long & Siemens, 2011), and as such
still lacks a standardized set of tools, models,
and processes for analyzing these large dataset
(Macfadyen & Dawson, 2012; Romero &
Ventura, 2010). In their review of EDM
studies conducted between 1995 and 2005,
Romero and Ventura (2007) identified a lack of
standards for how usage data is preprocessed,
modeled, and post-processed. As such, to help
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to LMS data sets for many purposes. For
example, EDM results have helped identify at-
risk learners, examine the relationship between
student performance characteristics (e.g.,
major, year of study) and learning outcomes,
monitor student persistence, and inform
instructional design (Angeli & Valanides,
2013; He, 2013; Krumm et al., 2014; Picciano,
2014; Siemens, 2013; Long & Siemens, 2011;
Xu & Recker, 2011;).

In terms of EDM methods, five methods
are widely used in educational research:
prediction, clustering, relationship mining,
distillation of data for human judgment,
and discovery with models (Baker & Yacef,
2009; Bienkowski, Feng, & Means, 2012).
In our review of EDM studies using LMS
data, we found that prediction, clustering, and
distillation of data for human judgment were
the most commonly used. These are described
next.

Prediction refers to developing a model
that can predict a response (or outcome)
variable, such as student performance, from
some combination of predictor variables
(Baker & Siemens, 2014). Many studies
have used prediction methods in order to find
significant predictors of student final grades. In
our review of studies, several LMS variables
were found to be significant predictors of
student final grade including the number of
discussion messages posted, the number of
assignments completed, the number of quizzes
taken (Macfadyen & Dawson, 2010; Thakur,
Olama, McNair, Sukumar, & Studham,
2014), the number of interactions with peers,
the number of file downloads, regularity in
learning intervals (Yu & Jo, 2014), and themes
in questions asked online (Abdous, He, &
Yen, 2012). Other studies found that variables
related to login frequency and the total amount
of time online did not significantly predict
student final grade (Jo, Kim, & Yoon, 2015;
Macfadyen & Dawson, 2010).

Second, clustering is a method to find data
points that naturally group a full dataset into
smaller subsets (Bienkowski et al., 2012). The
grouping object for clustering can be students,
courses, or content. Our review found that
most studies used student LMS usage data
to group students (e.g., Hung, Hsu, & Rice,
2012; Lust, Elen, & Clarebout, 2013; Romero,
Ventura, & Garcia, 2008), whereas a few
studies used the course or course content as
the object of clustering (e.g., Abdous et al.,
2012; Valsamidis, Kontogiannis, Kazanidis,
Theodosiou, & Karakos, 2012). In terms
of clustering algorithm, K-means was the
most commonly used in studies using LMS
data (Lust et al., 2013; Romero et al., 2008;
Valsamidis et al., 2012).

Finally, distillation of data for judgment
refers to depicting data, including data
visualization, to enable humans to quickly
identify and understand its features. At a micro
level, visualization methods such as heatmaps,
graphics, and scatter plots, can be used (Baker
& Siemens, 2014). In a macro level, EDM
results have been used to develop student
monitoring and tracking dashboard systems,
such as the Course Signals System (Arnold
& Pistilli, 2012) and the Context-aware
Activity Notification Systems (CANS) (Laffey,
Amelung, & Goggins, 2009). Such dashboard
tools analyze student interaction patterns in
order to display dashboards of performance
and identify students at-risk of failing.

However, EDM, as an emerging
discipline, has borrowed techniques from other
fields (Long & Siemens, 2011), and as such
still lacks a standardized set of tools, models,
and processes for analyzing these large dataset
(Macfadyen & Dawson, 2012; Romero &
Ventura, 2010). In their review of EDM
studies conducted between 1995 and 2005,
Romero and Ventura (2007) identified a lack of
standards for how usage data is preprocessed,
modeled, and post-processed. As such, to help
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included in the dataset, before and after data

cleaning.

Canvas data consists of a record of
user activity along a number of features,
including both instructors’ and students’

such as assignments, quizzes, conferences,
discussions, etc. Table 2 shows the Canvas
features (or variables) contained in the dataset.
These have been categorized into the four
general LMS usage categories as defined by
Dawson (2008).

views of and participation with features

Table 1. Canvas dataset from Spring 2014, before and after data cleaning.

Cou:r{e Face-to-face 5 Broadcast Online N
L modality | 3 : ! Total | . = i
P T adar T T e R B = S | e
- Courselevel | 55, | Msed | Gmdww | G0, 0 Mimd | Gedww | o, Misd | Gedes i |
! Before data cleaning |
| Hcourses | 1446 | 178 | 198 | 256 | 23 | R ! 238 | 26 | 44 | 2461 | j
| #instructors | 1,704 | 239 | 252 | 282 | 25 : 719 : 283 | 31 | 33 | 2548 | |
| #students | 56734 | 3577 | 3047 | 7234 | 498 | 1244 | 0608 | 1245 | 675 | 83862 | i
. After data cleaning ;
| #courses | 1178 | 124 | 118 ! 153 | 18 | 4 | 185 | 18 | 32 | 1870 | -24.01%
| Pmstructors | 1383 | 156 | | 150 | 174 | 20 | 71 | 215 | 23 | 38 | 2229 | -A3%% |
| #students | 47301 ¢ 2836 | 2167 | 3882 | 405 | 1143 | 7587 | 1099 | 521 | 66941 | -20.18% .

Table 2. Canvas features (variables) logged by source and grouped by instructional category.

Variables

announcements v

Definitions

# of visits to announcement page (navigation page for all announcements)

e roster v # of visits to roster page (navigation page for people enrolled in the course)
Administration
enrollment v # of times enrollment viewed (information for a specific person on the roster)
calendar v # of times calendar viewed
sipnment s #of tin.les .assignment viewed (viewing instructions or reviewing instructions after
submission)
assignment p # of times assignment participated (submission or resubmission)
Assessment quiz_v # of times quiz viewed (viewing instructions or viewing previous attempts)
quiz_p # of times quiz participated (submission of quizzes)
grades v # of visits to grades page (a student’s grade page for a course)
files v # of visits to files page (course navigation page for all files)
attachment v # of times attachment viewed (downloading or previewing files)
Cindoni syllabus v # of visits to syllabus page
topics v # of visits to topics page (course navigation page for all discussion topics)
discussion_v # of times discussion viewed
discussion_p # of times discussion participated (making comments or reply)
wiki v # of times wiki viewed (viewing or reloading edits)
Engugement wiki p # of times wiki edited and saved
collaboration_p # of entering into collaboration

conferences v

# of visits to conference page (navigation page for all web conferences)
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4. Results

The underlying research methodology
for our research program is aligned with the
three KDD phases, as described above. In
this next section, we address the first research
question by describing our processes and
modeling approaches within each KDD phase.
We then address the second research question
by documenting the challenges and lessons
learned within each KDD phase.

4.1. Data Preprocessing

4.1.1. Data cleaning approaches. As
a first step, AS merged student usage data,
course data, and grade data from the various
campus enterprise systems. Merging these
data resulted in many null values and we thus
needed to differentiate between meaningful
nulls (i.e., when the activity was not possible
due to course design) and accurate nulls (i.e.,
when the feature was present but not used).

We also eliminated courses for a variety of
reasons, including courses with no meaningful
usage data, no final grades, with fewer than 5
students, as well as courses with low (fewer
than 10) instructor/content or student/content
interactions. Ultimately, a total of 1,870
courses were included for the analysis. Figure
I summarizes the data cleaning processes.
Table 1 shows the number of courses, students,
and instructors enrolled in each course offered
in three modalities (face-to-face, online,

<Step 1=

Eliminated the Eliminated the
classes that don't classes that don’t
have final grades . have
distinguishable
COUrse NAmes

“Step 1>
Elmminated lhu\l
classes that don't
have the data of \’
views and
participations

broadcast) during Spring semester, 2014, and
the raw and percent reduction in data as a
result of the data cleaning process. MySQL
scripts were developed to conduct the data
cleaning process.

Then, we converted the data into a
suitable format for applying data mining
methods. We extracted only relevant variables
for the analyses from the full dataset (through
queries to the SQL server) and exported the
data in CSV format, which is compatible with
analytical tools such as SPSS, R, and Tableau.
Lastly we created a summarization table
(matrix) by displaying each user in a row and
variables in columns.

4.1.2. Variable selection and
transformation approaches. Since we used
three different methods (prediction, clustering
using the EM algorithm, and hierarchical
clustering analysis), different variable
selection and transformation approaches were
used for each method. For instance, we used
Pearson’s Correlation to detect variables that
were highly correlated with outcome variables,
and to remove or combine predictors highly
correlated with each other (multicollinearity).

In addition, we found that many variables
had skewed distributions, in particular student
final grade (over 30% of final grades were
As, with the proportion decreasing for lower
grades), thus violating the basic assumptions
of many parametric statistics. Thus, we used

<Step 6=

Elimnated the
classes with fewer
than 5 students

Elmunated the Elmmated the
classes with low . classes with low
teacher-content student-content
IMeraciion nteraction

Figure 1. The data cleaning process.
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various transformation strategies, such as
converting to Z-scores or grouping student
final grades into grade bands depending
on the purpose of analysis. The details of
transformation approaches for each data
mining method are described in the next
section.

4.2. Data mining, Model building, and
Model selection

As described above, educational data
mining modeling approaches have different
objectives (Bienkowski et al., 2012). In
this research, our modeling approach was
aimed at examining the extent that Canvas
feature use was predictive of student final
grades. As described in this section, we used
a combination of statistical and machine
learning prediction methods, including
multinomial logistic regression, clustering
using the Expectation-Maximization (EM)
clustering algorithm, and clustering using
Hierarchical Clustering Analysis (HCA).
Various analytical tools were used, including
SPSS, Weka, Tableau, and R studio.

4.2.1. Descriptive statistics. Before
engaging in modeling activities, we examined

ENROLL

DISCUSSION
CONFERENCE
COULABORATION |=
CALENDAR |3
ATTACHMENT |5
ASSIGNMENT
ANNOUNCEMENT

0.0% 100% 200% 30.0% 40.0%

Broadcasting

Onkne

descriptive statistics to get a sense of the
larger dataset. Figure 2 shows the proportion
of features used in courses offered in different
modalities. We computed the proportion by
dividing the number of courses that used
a particular feature by the total number of
courses. The figure suggests that course
modality may influence feature use, and that
certain features are used more heavily than
others. This observation informed subsequent
analyses described below.

4.2.2. Prediction of student final grade.
As noted, we were interested in examining
to what extent usage of various Canvas
feature influenced student final grade. We
first considered the use of Hierarchical
Linear Modeling (HLM) given the nested
nature of the data, however the data violated
the independence assumption as students
may be simultaneously enrolled in multiple
courses. We then considered multiple
linear regression but the data failed to meet
assumptions due to skewed distributions
that were still present even after performing
suggested transformations. Next, ordinal
logistic regression was considered and
rejected because regression coefficients were
not similar across the dependent variable, the

a0.0% m—— =
o O% a N
B6.2% 92.9%
0%
"“’5.
92.1%
4% g
S —eoow
62.4% gt
o o T7.1%
i — or.5%
— s i
% BRS% 0.4%

S0.0% 600% 70.0% 800% 90.0% 1000%

» Face 1o Face

Figure 2. Instructors’ usage rate of Canvas features by course modalities.
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student final grade.

We thus selected multinomial logistic
regression to examine the influence of various
LMS features on final grades. In particular,
without the assumption of normality,
linearity, or homoscedasticity, multinomial
logistic regression offers a way to predict the
probability of students’ membership in one or
the other of the final grade categories, based
on their use of LMS features. In our dataset,
the dependent variable — student final grade
— consisted of 11 grade categories, meaning
that regression coefficients needed to be
interpreted for all variables in 10 comparisons,
making interpretation complex. In addition,
as noted above, the distribution of final grades
was highly skewed toward higher grades.
Therefore, in order to equalize the number
of final grade observations and to simplify
interpretation, we categorized the final grades
into four bands: highest (A), high (A-, B+, and
B), low (B-, C+, C, C-, D+, D), and lowest (F).

We then transformed raw frequencies of
Canvas feature counts into a proportion of
total possible activity in order to account for
courses with different levels of activity. The
proportion was calculated by dividing the
number of student views and participation
by the total number of content pages posted
by the instructors. Next, in order to identify
the most meaningful independent variables,
we excluded variables which contained too
many zeros and nulls since they offered
no meaningful data. To address model fit,
a series of predictive models were tested
using backward elimination, and the final
model was selected based on significance of
the independent variables. Using SPSS, we
conducted two multinomial logistic regressions
on final grade (in 4 grade bands) for face-to-
face and online courses, respectively.

4.2.3. Clustering at the macro level. In
order to identify groups of courses in which

instructors and students exhibited similar
online patterns, we clustered courses based on
instructor and student use of Canvas features.
We extracted the student Canvas data (N =
15,255) from 1,040 undergraduate, face-to-
face classes.

First, we extracted 7 instructor and 18
student variables (Canvas features) from
each course based on Pearson’s Correlation,
removing features with a value over 0.7. Then,
we applied the Expectation Maximization
(EM) clustering algorithm using Weka
(Ferguson et al., 2006). Advantages of using
the EM clustering algorithm are that internally
it determines the best number of clusters and
also outputs clusters using cross validation.
The EM algorithm determines the number of
clusters using the following steps:

1. Set the number of clusters to 1;

2. Split the training set randomly into 10
folds;

3. Run EM 10 times with the 10 folds
cross validation;

4. Calculate the average log-likelihood
over all 10 results;

5. Increase the number of clusters by 1
and repeat from step 2 when the log-
likelihood value increases.

When the number of clusters was 3,
clusters achieved the highest log likelihood.
Thus, the EM clustering algorithm internally
stopped when the number of clusters was
3. We also applied the K-means clustering
algorithm to validate the EM results. The
K-means clustering algorithm also found 3 as
an optimal number of clusters. In section 4.3.2,
we analyze these three clusters of courses
in terms of their relationship with student
learning outcomes (i.¢., final grade).
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4.2.4. Clustering at the micro level. In order
to investigate student patterns of activities
at the micro level and their relationship with
final grade, we selected a course offered by
the same instructor in both face-to-face (N
= 33) and online (N = 36) formats. As these
courses were taught by the same instructor and
had similar enrollments, it became easier to
compare different course modalities.

To visually analyze student LMS usage
patterns (clusters) within course modality,
we built a clustergram (Bowers, 2010),
which combines hierarchical cluster analysis
(HCA) with a heatmap using R studio with
the “ComplexHeatmap” and “GetopotLong”
packages. The heatmap represents each
participant’s row of data across each of the
columns of variables as a color block, ranging
from colder blue for -3 SD below the mean
to a hotter red for value +3 SD above the
mean, with zero values in white. As such, the
heatmap, as a form of visual analytics, enables
the human eye to examine the different
intensities in patterns across the entire dataset.

Following the recommendations of
the HCA literature, in order to standardize
variance, all student data were transformed to
Z-scores (Bowers, 2010). HCA was applied
to cluster both rows (students) and columns
(Canvas features). In the present study, we
used Euclidean distance measure, which is the
most commonly used type when analyzing
ratio or interval scale data. For the clustering
algorithm, we chose average linkage, which
defines the distance between two clusters
based on “the average distance between all
pairs of the two clusters’ members” (Mooi &
Sarstedt, 2011, p. 250).

In clustergrams, the rows represent data
for each student, and the HCA reordered
students in terms of the similarity of their
LMS usage patterns. The columns represent
the Canvas features and the HCA clustered

LMS features in terms of their similarity.
The final column shows student final grades
(not included in the HCA calculations) to
help visualize how usage patterns relate to a
student’s final grade. Student final grades were
coded into 5 grade categories (A, A-, B, C/D,
F) to reduce the complexity of interpretation.

4.3. Data Evaluation, Interpretation, and
Presentation

In the final phase of KDD, models and
data are visualized and interpreted. Here,
we discuss the results from the multinomial
logistic regression, and cluster analysis at the
macro and micro levels.

4.3.1. Prediction of student final grade.
The first multinomial logistic regression model
(see Table 3) used the data from face-to-face
students (N = 19,162), with the “Lowest”
grade category as the reference group. The
results showed that nine LMS features
were significant predictors of student final
grades. As shown in Table 3, the “assignment
participated” variable had the largest odds
ratio: after holding other variables constant,
with each unit increase in the “assignment
participated” variable, the multinomial odds
ratio for a student in the “Highest” grade
category relative to the “Lowest” category
would be expected to increase by 589%, while
the multinomial odds ratio for a student in the
“High” grade category relative to the “Lowest”
category would be expected to increase
by 248%. However, for this variable, the
differences between the “Low” grade category
and the “Lowest” grade category were not
statistically different.

The second multinomial logistic
regression model (see Table 4) was based
on data from online students (N = 5,279),
again using the “Lowest” grade band as the
reference category. The results showed that
nine LMS features were significant predictors
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Table 3. Results of multinomial logistic regression in the face-to-face courses with “Lowest” as
the reference group.

Proportional | Highest vs. Lowest High vs. Lowest Low vs. Lowest
| activity comparison 1) i (companson 2) i {comparizon 3)

- g;ggfg;f;m) . OR SE P [ OR | SE | P |OR SE | p
‘amnowncementsy | 98" | .00 | 00 | 99° ' 00 | 00 Q101 000 | 05 |
assignment v | 115 {03 | 00 | 1.08 03 | .01 109 004 01
assigmmentp | 6.89° | 16 | 00 | 348° 0 16 | 00 083 | 020 | 37
gade vy | 101° | 00 | 00 | 101°{ 00 | . 00 |1 101°) 000 | . 00
quzp 1 155 | . 03 | 00 1471 05 . 00 1417 005 | 00 |
atachmenty | 108 | .02 | 00 107" 02 00 101 002 | .70 |
:'s'j]'l'éiﬁié"{ """"""""""" 130° | 04 | 1 00 | 123 04 | 00 098 | 0.05 73
discussion v | 55° | 14 1 00 . aE 14 00 | 079 | 048 | 20
‘discussion p | 98 | 00 | . 00 | 20* | 00 | 00 | 1010 000 | . 05 |
N 19,162 i
i, ] 1680806
‘Predicion | 398%

o< .05

Table 4. Results of multinomial logistic regression in the online course with “Lowest” as the
reference group.

Propqrt_ional Highest vs. Lowest High vs. Lowest Low vs. Lowest
activity ! : E ; E ; : 5 !
(=views, | OR ! 8E ¢ p | OR | SE L i OR | SE | r
p= participation) | ; E 5 | i l E 1

of student final grades. In particular, the “quiz ~ category, 389% among students in the “high”
participated” variable had the largest odds  category, and 232% among students in the
ratio. After holding other variables constant, = “Low” category. In sum, the multinomial
for each unit increase in “quiz participated”,  logistic regression results suggested that the
the multinomial odds ratio relative to the  “assignment participated” variable was the
“Lowest” category increased as follows:  strongest predictor in face-to-face classes
722% among students in the “highest”  whereas the “quiz participated” variable was
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the strongest predictor in online classes.

4.3.2. Clustering at the macro level. As
explained above, the EM algorithm output 3
clusters based on both instructor and student
Canvas feature use. Each sub-figure in Figure
3 shows the distribution of feature use for 4
instructor and 4 student features (out of a total
of 7 instructor and 18 student features) in each
of the three clusters. The red line indicates the
median value for courses in each cluster. A
greater dispersion of the blue color indicates
greater use of that feature in that cluster.

Instructor Acitivities
Class Class

No. of Assignment Post
No. of Quiz Post

Student Activities

@
3

a
3

No. of Assignment Participation
No. of Quiz Participation

o
3

> @
[ —

@
)

No. of Disccusion Post

No. of Discussion Participation

By examining the median values in a
cluster within each sub-figure in Figure 3,
we noted that instructors in cluster B and C
were more active than instructors in cluster
A in terms of posting assignments, quizzes,
discussion pages, and wiki pages. When we
examined student activities within each cluster,
we found that students in cluster B were the
most active users in terms of participation with
assignments, quizzes, discussions, and wikis.
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Figure 3. Distribution of use for 4 instructor and 4 student features within the 3 clusters identified
by the EM clustering algorithm at the macro level.

Table 5. Average/mean values final grades in each cluster.

Cluster A
# of students (%) 14,459 (43%)
Average 3.05
Median 3:33

Cluster B Cluster ¢

5,120 (15%) 13,924 (42%)
3.21 395

3.67 3.67

*Maximum values shown in bold
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We then examined how instructor and
student activities were related to student
final grades. We first measured the average
and median values of student final grades
in each cluster (see Table 5). Students in
cluster B achieved the highest average and
median grades, while students in cluster
C outperformed students in cluster A. The
clustering results thus suggest that instructors
and students with higher levels of Canvas
activity also had higher student final grades.

4.3.3. Clustering at the micro level.
Figure 4 presents the clustergram for the face-
to-face course (left) and the online course

Canvas features (face-to-face)

v
E s
st

= . sz

b | 8%

o L s1

§ st

3 E | B s

o s17
@

o

(right). In the face-to-face course, in terms of
students (rows), the figure reveals that student
clusters with “hotter” colors (higher LMS
usage) tended to receive higher final grades,
whereas student clusters with “colder” colors
(lower LMS usage) tended to have lower final
grades. In terms of Canvas features (columns),
several features were clustered together that
followed the taxonomy shown in Table 2
(e.g., “quiz viewed’ and “quiz participated”
clustered; and ¢ files viewed” and ““attachment
viewed” both clustered together). In addition,
patterns in the online course were similar to
the face-to-face course in that students’ LMS
usage aligned with their final grades.

Canvas features (1ace-to-ace)

r

-
R

Figure 4. A clustergram of the face-to-face course (left) and a clustergram of the online course
(right).

Table 6. Descriptive statistics of final grades in each cluster.

Course. . Cluster N Mean
modalities

1 20 321
Face-to- ’ 12 258
face

3 1 1.67

1 6 2.66
Online 2 15 3.31

3 15 1.93

SD Min. Max.
75 2.00 4.00
1.24 .00 4.00
.84 1.67 4.00
.67 1.67 4.00
1.63 0.00 4.00
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For a closer interpretation of the
clustergrams, we divided the rows (students)
into three overall clusters through visual
inspection, and compared final grades in each
cluster for both courses (see Table 6). In the
face-to-face course, the mean value for final
grades in cluster 1 (M = 3.21, SD =.75) with
hotter colors was higher than for cluster 2
(M = 2.58, SD = 1.24) with colder colors.
Similarly, in the online course, the mean value
for final grades in cluster 2 (M = 3.31, SD =
.67) was higher than for cluster 3 (M = 1.93,
SD = 1.63), but this time the difference was
statistically significant (U = 52.00, p < .05).
Thus, student clusters within both courses
appear related to their final grades, something
that has been noted in the past HCA heatmap
literature (Bowers, 2010).

We also found several differences between
the two course modalities. First, although
the same instructor designed both courses,
different LMS features were used in each
course. For example, the quiz feature was
used only in the face-to-face course, while
announcements, syllabus, and discussion
tool features were used only in the online
course. Secondly, we found differences
in the relationship between student final
grades and LMS usage. In the face-to-face
course, assessment features (specifically the
“assignment participated” and “quiz viewed”
variables) showed similar color patterns as
students’ final grade. In the online course, the
“wiki viewed’ and “grades viewed’ variables
had similar color patterns as the final grade.

4.4. Challenges and lessons learned.

The previous sections addressed the first
research question by presenting results from
applying different data mining techniques and
examining their relationships with student
learning outcomes. This section addresses

the second research question: challenges and
lessons learned encountered in each KDD
phase.

First, in data preprocessing phase,
transforming from long format (how data
is logged by the LMS) to wide (how data is
analyzed in conventional statistical packages)
format generated a number of missing or
NULL variables, as discussed above. We also
struggled with listwise case deletion, and
either used techniques that did not require
listwise deletion or removed variables with
small amounts of data. Finally, skewness is
often an issue that is present in log data (Recker
& Pitkow, 1996).

In the data mining phase, the first
challenge was addressing the skew present in
the outcome variable (final grade), as well as
the large number of possible grade bands. This
was addressed by collapsing final grades into
a smaller number of categories, or converting
to z-scores. In addition, using clustering as
a modeling approach required choosing the
(sometimes arbitrary) number of clusters. This
choice was validated by using two different
clustering algorithms.

Finally, in the data post-processing phase,
we found that it was important to consider
analyses at multiple levels of analysis and
to use multiple data mining methodologies.
While more labor and computationally
intensive, results can be triangulated in order
to gain insights about patterns of usage at the
individual student as well as the course level.

5. Conclusion

To address the first research question,
we applied three data mining methods,
prediction (multinomial logistic regression),
clustering at a macro level (EM algorithm),
and clustering at a micro level (HCA with
heatmap). The result of prediction method
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showed that the “assignment participated”
variable was the strongest predictor of student
outcomes in face-to-face classes, while the
“quiz participated” variable was the strongest
predictor in online classes. These findings
correspond with previous studies, which found
that the “number of assignments completed”
and the “number of quizzes taken” were
significant predictors of student final grade
(Macfadyen & Dawson, 2010; Thakur et al.,
2014). Second, we used clustering algorithms
to group both instructors and students
based on their usage patterns. We found
that both student and instructor LMS usage
patterns were associated with student final
grade. Lastly, we applied HCA and created
clustergrams to investigate student LMS
usage patterns at a micro level. We found that
the clustergrams provided a rich contextual
portrait of individual students’ interaction
patterns and how they relate to other students
and learning outcome, rather than simply
focusing on overall group averages.

Our second research question examined

challenges and lessons learned. Similar to
other researchers (e.g., Baker & Siemens,
2014), we found that a large proportion of our
efforts were devoted to data preprocessing,
especially data cleaning. We also found that
the application of KDD process was iterative,
as we moved from simple to more complex
analyses (Blikstein et al., 2014). For example,
we often revisited data cleaning when we were
unable to perform certain analysis techniques
because of faulty data assumptions. Some
activities (such as data transformation) were
performed during both data preprocessing and
modeling. Lines were further blurred with
clustergrams, which represent both an analysis
technique as well as a rich means of model
presentation. We also illustrated how our
modeling approaches drew from both statistics
and machine learning, and focused on different
levels of analysis.

Table 7 summarizes the EDM methods,
challenges, and lessons learned as we used the
KDD framework to analyze this dataset.

Table 6. Descriptive statistics of final grades in each cluster.

EDM methods

Lessons learned

KDD phase

Data processing

- Data cleaning

Challenges
- Highly skewed variables

- Grouping outcome

- Variable - Listwise case deletion variables into bands
selecting and - Long to wide format - Triangulating multiple
transforming - Null variables techniques
- Grouping outcome
Selecting appropriate variables into bands
- Predicting IS approp - Transforming frequencies
analysis method il prositons
Data mining,
ildi tering: ; . .
model bu1.l ding ClosEng ; -Selecting appropriate - Converting raw scores to
and selection - EM Clustering
number of clusters Z-scores
(macro level) . . . . .
. - Differences in ranges of - Using different clustering
- HCA (micro .
level) values across features algorithms
Data eva‘luatmg, - Model fit - Interpregng m‘odelA ‘ - Conduclinganslisest
interpreting, and - Heatmap - Interpreting visualization .
: ST multiple levels
presenting visualization
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We note that what data is captured
by software tools is generally driven by
the underlying technology rather than by
educational questions. As such, “big data” and
accompanying EDM methods are only useful
to the extent that interesting and important
educational questions can be addressed
(Blikstein et al., 2014; GaSevi¢, Dawson, &
Siemens, 2015; Macfadyen & Dawson, 2010).
More data is not necessarily better data, and
while algorithms can do heavy computational
work, researchers need to have a clear vision
of the different questions or problems they
wish to examine with their data to help inform
model building and selection, be willing to go
back to prior KDD phases when necessary,
and pay close attention to the assumptions
of various analysis techniques. Insights from
this research contribute to advancing the
field of EDM by examining several analysis
techniques as approaches for understanding
and modeling the increasing and voluminous
amount of LMS usage data collected in higher
education settings.
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