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Simple Linear Regression

Chapter 10

THIRD EDITION
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Even You Can Learn

STATISTICS

[elyle]

ANALYTICS

An Easy to Understand Guide
to Statistics and Analytics

Motivation

* Have data (sample, x’s)

*  Want to know likely value
of next observation "
— E.g., playtime versus
skins owned
° A —_ X x
Y % -
x [a]
X
X
X
X
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Motivation

Have data (sample, x’s)
Want to know likely value
of next observation

— E.g., playtime versus
skins owned
A —reasonable to
compute mean (with
confidence interval)

B-—

Motivation

Have data (sample, x’s)

Want to know likely value
of next observation
— E.g., playtime versus
skins owned
A —reasonable to
compute mean (with
confidence interval)

B — could do same, but
there appears to be
relationship between X
andY!
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Motivation

* Have data (sample, x’s)

* Want to know likely value
of next observation

— E.g., playtime versus 4
skins owned

e A-—reasonableto x % ’
compute mean (with
confidence interval) El/

* B-—could do same, but . x
there appears to be 4
relationship between X ’ X
and Y! 7%

- Predict B

e.g., “trendline” (regression) X

Overview

* Broadly, two types of prediction techniques:
1. Regression — mathematical equation to model,
use model for predictions
— WEe’'ll discuss simple linear regression
2. Machine learning — branch of Al, use computer
algorithms to determine relationships
(predictions)
— (€S 453X Machine Learning

NOT DOG

nput Feature Extraction Classification Output
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Types of Regression Models

1 Explanatory | Regression | o, Explanatory
Variable M°tl!els Variables
v v
Simple Multiple
. Non-
Linear Linsar

* Explanatory variable explains dependent variable
— Variable X (e.g., skill level) explains Y (e.g., KDA)

— Can have 1 or 2+

* Linear if coefficients added, else Non-linear

Introduction

Outline

(done)

Simple Linear Regression (next)
— Linear relationship

— Residual analysis

— Fitting parameters

Measures of Variation

Misc
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Simple Linear Regression

* Goal —find a linear relationship between to values
— E.g., kills and skill, time and car speed
* First, make sure relationship is linear! How?

9
Simple Linear Regression
* Goal —find a linear relationship between to values
— E.g., kills and skill, time and car speed
* First, make sure relationship is linear! How?
- Scatterplot
(c) no clear relationship
(b) not a linear relationship
(a) linear relationship — proceed with linear regression
\l\.. L] - ° L] 7 “‘77—
.\‘\_\ L/
R Jl
| ‘ R \ , \ ;s
(a) Linear (b) Nonlinear (c) No relationship
10
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Linear Relationship

* From algebra: line in form Y=mX+b
— m is slope, b is y-intercept

* Slope (m) is amount Y increases when X increases
by 1 unit

* Intercept (b) is where line crosses y-axis, or where
y-value when x =0

Change in X

} b = Y-intercept

11

Simple Linear Regression Example

B c
1 Home Market Value

[ ] Size Of house related 3 |House Age Square Feet Market Value

ra

4 33 1.812 $90,000.00
to its market value. : % ise s
. : 5 T
X = square footage - - e T
Y = market value (S)
Market Value
$130,000.00
* Scatter plot (42 T )
. . ¢
homes) indicates = e —5
gl L 2 F 4
H $90,000.00 r 24 S
linear trend sxitoen |
$70,000.00
$60,000.00

A 1400 1600 1800 2,000 2200 2,400
Square Feet

2,600

12
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Simple Linear Regression Example

* Two possible lines shown below (A and B)
* Want to determine best regression line
* Line Alooks a better fit to data

Y=mX+b
— But how to know?
Market Value

$130,000.00

$120,000.00 & . A
$110,000.00 — % —9
$100,000.00 ‘_‘ﬁ/iﬂ
$90,000.00

L [ 7 o
$80,000.00 ‘i"f

§70,000.00

$60,000.00

A 1,400 1,600 1,800 2,000 2,200 2,400 2,600
Square Feet

13

Simple Linear Regression Example

* Two possible lines shown below (A and B)
* Want to determine best regression line
* Line A looks a better fit to data

Y=mX+Db
— But how to know?
Line that gives best fit to — Market Value
data is one that minimizes —— . A
icti _—9
predICtIOn error $110,000 00 _—
. $100,000.00 ‘_oﬁfia
—> Least squares line 55000000 |5 ggfog W
(more later) sss00000 | o
§70,000.00
$60,000.00

A 1,400 1,600 1,800 2,000 2,200 2,400 2,600
Square Feet




* Scatterplot

* Right click 2 Add Trendline

Simple Linear Regression Example

Chart

Format Trendli

Trendline Options ¥
SOl

4 Trendiine Options

Umbrellas sold

50 2° %%
| |

40 >

&y L.
fo) S| Series "Umbrel -

30 Fill  QOutline
20 o %
; Delete
¥ Reset to Match Style
1l Change Series Chart Type...

2 W = Select Data...

Add Data Labels 4

Add Trendline..,

84 Format Data Series...

Backward

ne

sold)

hd x

15

=SLOPE (C4:C45,B4:B45)
* Slope =35.036
=INTERCEPT(C4:C45,B4:B45)

* Intercept=32,673

Simple Linear Regression Example

Formulas

A B
1 |Home Market Yalue
2
3 House Age

0| 00|~ | o || s

10 32

* Estimate Y when X = 1800 square feet
Y =32,673 + 35.036 x (1800) = $95,737.80

1812
1.914
1.842
1812
1.836
2028
1732

Square Feet Market Yalue

$30.000.00
$104.400.00
$93.300.00
$91.000.00
$101.4900.00
$108.500.00
$87.600.00

()

16
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Simple Linear Regression Example

* Market value = 32673 + 35.036 x (square feet)
* Predicts market value better than just average

$130,000.00

$120,000.00 +

+*

5110,000.00 ¥ .
5 +
;: $100,000.00 $ % y=35036x+32673
§ 59000000
E 0 o/‘/{on"
£ ss000000 % *

$70,000.00

$60,000.00
1400 1,600 1,800 2,000 2,200 2,400 2,600
Square Feet

But before use, examine residuals n

17

Outline

Introduction (done)

Simple Linear Regression

— Linear relationship (done)
— Residual analysis (next)
— Fitting parameters

Measures of Variation
* Misc

18



Residual Analysis

» Before predicting, confirm that linear regression

assumptions hold

— Variation around line is normally distributed
— Variation equal for all X

— Variation independent for all X

* How? Compute residuals (error in prediction) = Chart

200

. Regression
Predicted 'y’ Line

Height (cm)

> 40 60 80 100
Weight (kg)
Residual Analysi
https://www.qualtrics.com/support/stats-iq/analyses/regression-guides/interpreting-residual-plots-improve-regression/
Predicted vs Actual Residuals
554
584 2
@

45+
o
2 o g
g ®®, 3
2 49 ol 2

»

5 I [
‘93 35 % e § [ e e
3 v b 3
= 30 L o
) c
2 &=
o v
<3

20 -2

154 T ™ - - ™ T — — T T T ——r

20 25 3@ 35 a9 45 5@ 20 25 30 35 4@ as 5@
Predicted values for Revenue Predicted values for Revenue
Note that we've colored in a few dots in orange so you can get the sense of how this transformation works.

4/29/2019
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Clustered towards middle

Symmetrically distributed

Residual Analysis — Goo

Standardized Residual

Standardized Residual

nttps://www.qualtrics.com/support/stats

Predicted

“ e 6
Predicted

ia/analyses/regression-guides/interpreting-residual-plots-improve-regression/

Standardized Residual

Standardized Residual

Predicted

Predicted

uJanied Jeapd oN

21

Clear shape

Outliers

Residual Analysis — Bad

Standardized Residual

Standardized Residual

https://www.qualtrics.com/support/stats-ig/a

Predicted

Predicted

Standardized Residual

Standardized Residual

/regression-guides/interpreting-residual-plots-improve-regression,

BRI Y,
-
VI o
Predicted
P 200 e e

Predicted

suJaned

Note: could
do normality
test (QQ plot)

22
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Residual Analysis — Summary

* Regression assumptions:

— Normality of variation
around regression

— Equal variation for all y
values

— Independence of @ ®)
variation

(a)ok D......'.. - 0-'.
(b) funnel - %

(c) double bow

(d) nonlinear

23

Outline

Introduction (done)

Simple Linear Regression

— Linear relationship (done)
— Residual analysis (done)
— Fitting parameters (next)

Measures of Variation
* Misc

24
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Linear Regression Model

\8- = random error ‘
O [ O

‘ . Y =b+ mx

Observed value

Random error associated with each observation

25

Fitting the Best Line

* Plot all (X, Y;) Pairs

26

4/29/2019
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Fitting the Best Line

* Plot all (X, Y;) Pairs
* Draw a line. But how do we know it is best?

27
Fitting the Best Line
* Plot all (X, Y;) Pairs
* Draw a line. But how do we know it is best?
Slope
changed
Intercept
unchanged
28
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Fitting the Best Line

* Plot all (X, Y;) Pairs
* Draw a line. But how do we know it is best?

Slope
unchanged

Intercept
changed

29
Fitting the Best Line
* Plot all (X, Y;) Pairs
* Draw a line. But how do we know it is best?
Slope
changed
Intercept
changed
30

4/29/2019
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Linear Regression Model

* Relationship between variables is linear
function

Population Population Random
Y-Intercept Slope Prediction

\ / /Error Want error

Yi =b0+mxi+8i as small as

possible

Dependent Independent (explanatory)
(response) Variable

Variable (e.g., skill level)

(e.g., kills)

31

Least Squares Line

* Want to minimize difference between actual y
and predicted y
— Add up ¢ for all observed y’s
— But positive differences offset negative ones
— (remember when this happened for variance?)
- Square the errors! Then, minimize (using Calculus)

Minimize: S(K—F’“—M)
: Take derivative :
Salary ($) : Set to 0 and solve

N /I{j‘:l/y: ...............................

Simple Linear Regression: + v

+ " SUM (y - y')? -> min

Experience

32

4/29/2019
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Least Squares Line Graphically

n
LS minimizes Y &7 = &% + &5 + &3 + &5
i=1

33
. .
Least Squares Line Graphically
Create new situations moving the green
data points about the graph.
@ P Line of Best Fit: Click the circle at the left 30

to Show/Hide. Drag RED dots to
position the line.

@ ) Residuals: Click the circle at the left to
Show/Hide.
20

@ P Squares: Click the circle at the left to
Show/Hide.

@ b Least Squares Regression Line: Click

the circle at the left to Show/Hide. /

https://www.desmos.com/calculator/zvrc4lg3cr

34

4/29/2019

17



Outline
* Introduction (done)
* Simple Linear Regression (done)
* Measures of Variation (next)
— Coefficient of Determination
— Correlation
* Misc

35
Measures of Variation
N Ogserved Data Point
Y Unexplained Variation (random) i
ota
}Variation
@ Explained Variation (from model)
Regression Line
e
P X ’
x
* Several sources of variationiny
. _— . Break this
— Error in prediction (unexplained) | down (next) |
36

4/29/2019
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Sum of Squares of Error

Dependent variable

Independent variable (x)

* Least squares regression selects line with lowest total sum
of squared prediction errors

* Sum of Squares of Error, or SSE

* Measure of unexplained variation

37

Sum of Squares Regression

. :
) ‘9 Population mean:y

l :

Independent variable (x)

Dependent variable

» Differences between prediction and population mean
— Gets at variationdueto X & Y

* Sum of Squares Regression, or SSR

* Measure of explained variation

38

4/29/2019
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Sum of Squares Total
* Total Sum of Squares, or SST = SSR + SSE

A i i
Y| sst=>Ywm -2 ssE= ) - %)
° Y

SS
SST
SSR _
/ 1%
SSR = SST —SSE = ) (¥, —Y)?
2
%

39

Coefficient of Determination

* Proportion of total variation (SST) explained
by the regression (SSR) is known as the
Coefficient of Determination (R?)

_SSR . SSE
~SST SST

R2
* Ranges from 0 to 1 (often said as a percent)
1 — regression explains all of variation
0 — regression explains none of variation

40

4/29/2019
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Coefficient of Determination —
Visual Representation

'y

R2=1-—

Total variation
in observed
data

Variation in
f observed data
model cannot
explain (error)
‘,‘(
Y
»
: .

P Vs

41

Coefficient of Determination Example

« r-squared = 0.81 "1 r-squared = 0.24

vvvvvvvvvvvvvvvvvvvv

* How “good” is regression model? Roughly:

0.8<=R%?<=1 strong
0.5<=R?2< 0.8
0 <=R%?< 0.5 weak

42

4/29/2019
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How “good” is the Regression Model?

R%0.06

REXTHOR, THE DOG-BEARER

T DONT TRUST LINEAR REGRESSIONS WHEN ITS HARDER
O GUESS THE DIRECTION OF THE CORRELATION FROM THE
SCATTER PLOT THAN TO FIND NELJ CONSTELLATIONS ON IT.

https://xkcd.com/1725/

43
Relationships Between X & Y
| Strong relationships | | Weak reIatlonshlps |
® 9
® Q
' ooo.f" oo %0
C 3- AN
4% - o ®o
y \‘ . . \\“
LW N 00
~@ [ 2N
.... .. ° ‘.‘.‘. A
Q'. 0 o o
44
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Relationship Strength and Direction —

Correlation

e Correlation measures strength
and direction of linear
relationship

-1 perfect neg. to +1 perfect pos.
— Sign is same as regression slope

— Denoted R. Why? R =+/R?

Pearson’s Correlation

Coefficient Vary
_ together
r=_ ZE-HE-H i

T2 Jr-Fyz - Vary

Separately

Where, ¥-mean of X variable i
y-mean of Y varizble 1

"
J

/

rFd

W

Ll

POSITIVE CORRELATIOON ZERO CORRELATION

v

NEGATIVE CORRELATION

45

Correlation Examples (1 of 3)

46

4/29/2019
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Correlation Examples (2 of 3)

47

Correlation Examples (3 of 3)

T T T T T T

T T T T T T T
4 6 8 10 12 14 16 18 4 6 8 10 12 14 16 18

X1 X2
(9]
12 4 12 4
10 10 4
2 8 0© O S 8-
= % =
6 6 8
4 4+
—— T —— T
4 6 8 10 12 14 16 18 4 6 8 10 12 14 16 18
X3

Xy

48
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Correlation Examples (3 of 3)

Anscombe’s
Quartetﬂ

T T T T T T T T T T T T T T T T
4 6 8 10 12 14 16 18 4 6 8 10 12 14 16 18

X4 X2 Summary_stats:

Mean, 9
Mean, 7.5
Var, 11
Var, 4.125

Model: y=0.5x+3

T T T T T T T T T T T T T T T T
4 6 8 10 12 14 16 18 4 6 8 10 12 14 16 18
X3 Xy

49
Correlation Summary
Perfect High Low
Positive Positive Positive
Correlation ) Correlation \ Correlation
o ‘ o: | o =
Correlation o ° | ooy,
1 0.9 0.5
Low High Perfect
Negative Negative Negative B
Correlation Correlation Correlation z
0 K ;
o o ° %"o
EEAE 1 | e
-0.5 -0.9 -1
50
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Correlation is not Causation

$700

$600 A
$500

$400 A aa

$300 ’

$200 |, A

$100

50
100 120 140 160 180 200 220 240 260

Sunglasses Sold

Ice Cream
Sales

Buying sunglasses causes people to buy ice cream?

51
Correlation is not Causation

16
” 1996 RZ=097
& 158
2
® 156
L
> 154

L]
% 1998
£ 152
g Sources:
= 15 | U.S. NHTSA, DOT HS 810 780
k] U.S. Department of Agriculture 2000
- 148 ;
200 250 300 350 400 450 500 550
Fresh Lemons Imported to USA from Mexico
(Metric Tons)
Importing lemons causes fewer highway fatalities?
52

4/29/2019
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$437M Aggregate comic 1787
book sales
Computer science
doctorates awarded
$311M 867
2003 2010
20,000 | Injuries related to 256M
falling televisions
Undergrad
enroliment at
15.900 U.S. universities _—
2006 2010
Tornadoes Shark attacks
1,819 3
941 0
2002 2010

53
Correlation is not Causation
T USED T© THINK, THEN I TOOK A | | SOUNDS LIKE THE
CORRELATION lr’IPUED STATISTICS CLASS. Cmss HELPED.
CAUVSATION. Now I DON'T, WELL, MAYBE
https://xkcd.com/552/
54
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Outline
* Introduction (done)
* Simple Linear Regression (done)
* Measures of Variation (done)
* Misc (next)

55
Extrapolation versus Interpolation
* Prediction A
— |nterpo|ati0n - * Extrapelated, b o
within measured P
X-range
— Extrapolation — /M““'-”"”- .
outside measured “ Interpolated, €
X-range /ﬂ::m'nd A
»~
X
56
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Be Careful When Extrapolating

|
|
Regression line \ Prediction

Response Y

t

True regression
function
r(x)=E[Y|X=x]

New input X

I
|
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
|
I
-

Predictor X

1
i If extrapolate, make sure have reason to assume model continues

57
Prediction and Confidence Intervals
(1 of 2)
y
- - Comntercs e r e
. X
X X
58
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Prediction and Confidence Intervals
(2 of 2)

95% Confidence Bands 95% Prediction Bands

59

Beyond Simple Linear Regression

T T T 1 r T T T 1 r T T T 1 — T
0 5 10 15 20 ] 5 10 15 20 [ 5 10 15 20 0 5 10 15 20

Linear Quadratic Root Cubic

* Multiple regression — more parameters beyond just X
— Book Chapter 11

* More complex models — beyond just |Y=mX+b

60

4/29/2019
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More Complex Models

Simple

Complex

y=12x+9

y =18x*+ 13x3 - 9x% + 3x + 20

* Higher order polynomial model has less error
2 A “perfect” fit (no error)
* How does a polynomial do this?

61
Graphs of Polynomial Functions
Constant Function Linear Function Quadratic Function
(degree =0) (degree =1) (degree = 2)
\\/\L/ /\\/I\//
Cubic Function Quartic Function Quintic Function
(deg. =3) (deg. = 4) (deg. =5)
Higher degree, more potential “wiggles”
But should you use?
62

4/29/2019
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Price

Underfit and Overfit

Price

Size

G + 91.)‘

Underfit

X
Size

9” < H|.?' + 92.!‘2
Just Right

Price

Size )
f)“ + 01.1' o o U»z.f'! + l‘):;.l"‘ o H_l.l"]

e Qverfit analysis matches data too closely with more parameters

than can be justified

* Underfit analysis does not adequately match data since parameters

are missing

- Both model do not predict well (i.e., for non-observed values)
e Just right — fit data well “enough” with as few parameters as

possible

63
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