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Abstract— The use of marijuana is now legal for medical
purposes in 39 of the 50 United States. Eleven of these 39 states
have also legalized marijuana for non-medical usage. Marijuana
impairs the motor skills of users, making Driving Under the
Influence of Marijuana (DUIM) a growing public health con-
cern. There are currently few accessible and accurate methods
to assess the impairment levels of drivers who have used
marijuana. Current assessment methods include self-reports
and testing urine, oral fluid, and blood. However, self-reports
are often biased and biological tests are cumbersome to perform
in situ. In this paper, we investigate whether dose-dependent
changes in participants gait (walk) can be detected using data
gathered from their smartphone motion sensors (accelerometer
and gyroscope). We envision WeedGait, a smartphone sensing
system that will assess the gait of marijuana users passively
and warn them when they are too impaired to drive safely.
To the best of our knowledge, this is the first study on using
smartphones to assess marijuana-induced gait impairment. Gait
data was collected from 10 subjects and pre-processing steps in-
cluded low pass filtering, step cycle detection and segmentation,
and normalization. We present a novel gait analysis approach
that analyzes normalized, single-step segments to achieve higher
accuracy than prior approaches. We compared the classification
results of various machine and deep learning models, and found
that Long Short Time Memory (LSTM) and Support Vector
Machines performed best, discriminating the gait of subjects
after smoking either marijuana with 3% or 7.2% THC versus
smoking a placebo marijuana cigarette with an accuracy of
92.1%. These results suggest that smartphone-based marijuana
testing is more accurate than urine-based tests but slightly less
accurate than oral fluid based testing. Moreover, smartphone
sensing of marijuana is completely passive and hence more
convenient, which facilitates pervasive testing in natural settings
and could have massive impact due to the near-ubiquity of
smartphones.
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Segmentation, Deep Learning

I. INTRODUCTION

The use of marijuana is now legal for medical purposes
(decriminalized) in 39 of the 50 United States. Eleven of
these 39 states have fully legalized marijuana for non-
medical recreational usage [1]. Controlled experimental re-
search examining dose-dependent effects of smoked mari-
juana has demonstrated a direct relationship between blood
∆9-tetrahydrocannabinol (THC) concentration and impaired
driving ability. Marijuana acutely impairs psychomotor func-
tioning relevant to driving ability, and has dose-dependent
effects on all eight areas of executive functioning deemed
critical to driving behavior by the International Council on
Alcohol, Drugs, and Traffic Safety: attention and information
processing, cognition and judgment, divided attention, mo-

tor performance and maneuvers, perception, risk-taking and
impulsivity, sustained attention, and tracking and steering.
Acute marijuana intoxication has been related to several
indices of driving impairment in laboratory simulated driving
studies and during actual driving in normal traffic condi-
tions.Thus, the risk of motor vehicle crashes, has been found
to almost double after marijuana use. The percentage of
fatally injured drivers that tested positive for drugs was 44%
in 2011, increasing to 53% in 2016.[2]

Consequently, methods to detect acute psychomotor im-
pairment in marijuana users and notify them in order to
prevent driving under the influence of marijuana, are impor-
tant. However, there are currently few accessible and accurate
methods to assess the impairment levels of drivers who have
used marijuana. Current assessment methods include self-
reports and testing urine, oral fluid, and blood. However, self-
reports are often biased and biological tests are cumbersome
to perform in situ.

Fig. 1: DUI Suspect gives blood sample for drug test

In this study, we investigated whether changes in partici-
pants gait after smoking either marijuana with 3% and 7.2%
THC could be discriminated from gait changes after smoking
a marijuana placebo cigarette by using machine and deep
learning analysis on gait (walk) data gathered from their
smartphone motion sensors (accelerometer and gyroscope).
We envision WeedGait, a smartphone sensing system that
will passively assess the gait of marijuana users and warn
them when they are too impaired to drive safely. We believe
the analysis of smartphone gait data could benefit from
current advances in neural networks, which has significantly
improved results in related fields such as Human Activity
Recognition. Gait analysis using data from smartphone sen-
sors or wearable sensors placed in shoes, backs or calves has
become increasingly popular [3].
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Our Contributions:
• While prior work has explored smartphone sensing of

gait impairments caused by alcohol [4] [5], to the best of
our knowledge, our study is the first to detect marijuana-
induced gait impairment using smartphone sensors.

• In our methodology, we adapted the Cycle-Pro step
detection approach [6] in order to detect step cycles,
segment and normalize the gait data, improving the
accuracy of gait analysis.

• We compared the accuracy of various machine and
deep learning classification models, finding SVM and
LSTM to perform the best, discriminating the gait of
participants after smoking either 3% or 7.2% THC doses
from gait after smoking a placebo dose with 92.1%
accuracy.

II. METHODOLOGY

A. Subjects and Data Collection:

Study Design: As part of the larger parent study at Brown
University (RO1 AA024091, PI Metrik), participants (N =
10) completed three double-blind experimental laboratory
sessions following 15-hour abstinence from marijuana, in
which they smoked a marijuana cigarette with 3% THC,
7.2% THC, and placebo (0% THC), with order of ad-
ministration counter-balanced across subjects. Participants
completed a brief walking task before they smoked and then
approximately 15, 40, and 60 minutes after they smoked the
assigned dose, while a smartphone app gathered their gait
data. Visits to the smoking lab were separated by at least
5 business days. Immediately after smoking, participants
completed the brief walking task.

Walking Task: A 50-foot tape line was placed in a straight
line on the floor. Participants started their walk in the middle
of the line, walked at their normal pace to the end of the line,
turned, walked to the other end, turned, and returned to their
starting point. Each walk lasted 45-60 seconds.

Study hardware: The Google Pixel XL was used for data
collection. Using a Velcro belt around the participants waist,
the phone was holstered over their left-back pocket with the
face accessible.

B. Data Preprocessing

Filter: Gait signals contain two types of information
frequently utilized in recognition or biometric tasks: gait
shape and gait dynamics.[7]. Gait dynamics is the rate of
transition between gait phases. Shape refers to the shape of
the people (computer vision approaches) or shape of the gait
cycle (accelerometry approaches) as they perform different
gait phases. Recognition based on gait shape is generally
more robust. Since the smartphone sampling frequency is
400 Hz, which is far higher than the static gait signal
frequency (> 1Hz) and the Gait Dynamic signal frequency
(< 50Hz), the smartphone gait data were first passed through
a low-pass filter to remove higher frequencies and noise [8].
After filtering, subjects’(N=10) data were processed into 120
walking scenario sequences (Sensor/scenario=2).

Step Cycle Segmentation: Segmentation of gait into indi-
vidual steps that are then analyzed facilitates more accurate
gait recognition and analysis. Current gait analysis methods
primarily include Hidden Markov Model(HMM) [9], Princi-
ple Component Analysis(PCA) [10] and Machine Learning
approaches [11]. However, these studies did not segment
gait into individual steps or normalize gait shape in order
to extract a stable gait shape, prior to analysis [7].

CyclePro et al is a reliable, parameterless, step detection
algorithm with an accuracy higher than 95-percent. This
algorithm learns the gait cycle without the need for setting
platform-specific parameters or thresholds and is invariant to
changes in sampling frequency, signal dynamic range and
sensor orientation [6]. The main CyclePro steps include 1)
Calculating the Signal Vector Magnitude (SVM) 2) Gen-
erating templates of a single gait cycle (stride) using the
SVM 3) Capturing repetitive patterns in the signal using a
normalized cross-correlation approach and 4) Optimal stride
detection. Using the CyclePro approach, we segmented 120
subject walks into 17039 steps.

Normalization: of the gait shape improves gait
recognition [7][12]. While different subjects may have
different gait lengths and magnitudes, we normalized
the magnitudes of the three-axial accelerometer and
gyroscope data using the signal magnitude cross-correlation
(equation.1)[13], and rescaled the time-series to yield
segments (single steps) of equal magnitude and duration.

ˆdatai =

√
datai −µSignalVectorMagnitudei

ρSignalVectorMagnitudei

(1)

where i is accX, accY, accZ, gyroX, gyroY, gyroZ, ρ is
standard deviation,µ is average.

Features Extraction: Intoxication classification is another
application of continuous gait assessment using wearable
sensors. For intoxication classification, Aiello and Agu [4]
found that the Random Forest classifier outperformed other
machine learning algorithms using time and frequency do-
main features including sway area, sway volume, kurtosis
and skew extracted from smartphone accelerometer and
gyroscope data. We utlize similar features in this work.

Experimental Datasets: By applying different sequences
of operations to the gait data, six experimental datasets
were generated: Dataset A contains Signal Vector Magni-
tudes of accelerometer and gyroscope segments generated
by the CyclePro algorithm; Dataset B contains three-axial
accelerometer and gyroscope data segments, re-scaled on the
time axis; Dataset C contains Dataset B normalized; Dataset
A’, B’, C’ contain features extracted from the corresponding
datasets respectively. [6]

C. Machine and Deep Learning Classification:

Long Short Time Memory(LSTM): LSTM networks can
learn long term dependencies in data and have recurring
LSTM cells that pass information through time and have
a memory about previous states. LSTM has gates that can
control the amount of information that each cell adds (input
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Fig. 2: Flow Chart of Experiments

TABLE I: Binary Classification Accuray

Bi-Classification Accuracy Dataset A’ Dataset B’ Dataset A Dataset B Dataset C Dataset C’
Decision Tree 72.3% 71.5% 72.0% 76.3% 76.8% 82.0%
Discriminant Analysis 68.4% 72.0% 55.9% 57.8% 68.6% 71.5%
SVM 77.6% 84.3% 82.6% 92.2% 83.1% 83.3%
KNN 76.8% 82.5% 83.8% 90.7% 83.6% 86.3%
Ensemble Classifier 76.6% (BT*) 84.0%(S-K) 83.1%(S-K*) 89.3%(S-K*) 80.8%(S-K*) 86.6%(BT*)
LSTM / / 87.1% 90.1% 88.7% /

TABLE II: Triple Classification Accuray

Tri-Classification Accuracy Dataset A’ Dataset B’ Dataset A Dataset B Dataset C Dataset C’
Decision Tree 47.4% 54.8% 50.4% 58.6% 52.6% 62.4%
Discriminant Analysis 48.7% 62.4% 35.1% 50.1% 49.2% 60.8
SVM 55.6% 67.9% 68.9% 79.1% 70.3% 69.4%
KNN 54.1% 68.1% 68.4% 79.1% 68.9% 70.6%
Ensemble Classifier 53.8% (BT*) 64.8%(S-K*) 69.8%(S-K*) 77.5%(S-K*) 69.3%(S-K*) 69.4%(BT*)
LSTM / / 70.0% 73.2% 72.0% /

Fig. 3: Signal Preprocessing

gate) to the memory (cell state) and the amount of informa-
tion each cell’s outputs (output gate). Our LSTM model is a
simple 2-layer-cell structure followed by a drop out layer.

Signal Support Vector Machines (SVM): Support vector
machines are supervised learning models that can be used
for classification and regression analysis. Data instances are

represented as points in space in SVMs, divided by a gap.
K-Nearest Neighbor(KNN): K-nearest neighbor is a non-

parametric learning algorithm. The K closest instances in
feature space are taken as the input and the corresponding
property value or category of other data points are deter-
mined by their distance from the K closest examples.

We used 10-fold cross-validation to ensure consistency.

III. RESULTS

The classification performance was evaluated using accu-
racy and F1-score metrics (equations 2 and 2).

Accuracy =
Number of Correct Predictions

Total number of Predictions
(2)

F1 score =
Precision∗Recall
Precision+Recall

(3)
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Fig. 4: Classification Confusion Matrix of Smartphone Sen-
sors:(a)Binary Classification ;(b)Triple Classification. pl de-
notes placebo dose

The accuracy of 2-bin and 3-bin Classification are pre-
sented in Table I and Table II. In the two tables, BT* denotes
Bagged Trees; S-K* denotes Subspace KNN. Two-bin clas-
sification investigates the classifier’s ability to discriminate
participants’ gait changes after smoking either of the two
doses of marijuana with 3% THC and 7.2% THC (positive
label) versus after smoking the placebo dose (negative label).
Three-bin classification investigates the classifier’s ability to
discriminate gait changes after smoking the placebo dose vs
3% THC vs 7% THC.

Figure 4 shows the confusion matrix of SVM on the 2-bin
and 3-bin classification tasks. We note that the f1-score of
the 2-bin classification is 0.935 and an accuracy of 92.2%.
Next we compared our smartphone sensing results with the
accuracy and f1 scores (equation 2) and f1-score (equation
3) of oral and urine drug tests, which we calculated based
on results published by Niedbala et al [14] (Table III). Bio-
sensors are sometimes also used, but we could not find their
accuracy for comparison. ([14] [15]).

TABLE III: Evalution Comparison

Drug Test Accuracy F1-score
Smartphone Sensors 92.2% 0.935
Oral Fluid 93.22% 0.9418
Urine 77.92% 0.7571

IV. DISCUSSION

Table III demonstrates that smartphone sensors could be
utilized for accurate marijuana testing. Table I demonstrates
that SVM and LSTM outperform other binary classifiers.
Meanwhile, the superior accuracy achieved using Dataset-
B (table I) demonstrates that step detection improves the
accuracy of gait analysis.

Our work is novel in two main ways. First, prior gait
analyses did not utilize step detection and segmentation to
extract gait shape, which made data normalization compli-
cated. Secondly, prior marijuana testing using gait analysis
on smartphone sensor data has not been explored previously.
We classified marijuana-induced gait changes using data
gathered from subjects who walked before and after smoking
a placebo, 3% THC dose, and 7.2% THC dose. We also

compared the impairment classification accuracy and f1
scores of several machine and deep learning models.

We found impairment detection more accurate with
time-series normalization. We also found that LSTM and
SVM outperformed other models in 2-bin classification of
marijuana-induced impairment (marijuana positive (3% THC
and 7% THC) vs negative (placebo)). A comparison with
results in [14] showed that while smartphone-based detection
is slightly less accurate than oral fluid testing, it is more
accurate than urine testing. Moreover, smartphone testing
of marijuana-induced gait impairments is unobtrusive, more
convenient and enables continuous, pervasive monitoring

Future work: Given that our findings are based on data
from only 10 subjects, we would like to gather more data to
confirm our results. As more data is gathered, we believe that
deep neural networks will outperform SVM, yielding even
higher accuracy.
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