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Abstract. Proof-term calculi expressing a computational interpretation of classical logic serve as tools
for extracting the constructive content of classical proofs and at the same time can be seen as pure pro-
gramming languages with explicit representation of control. The inherent symmetry in the underlying
logic presents technical challenges to the study of the reduction properties of these systems. We explore
the use of intersection types for these calculi, note some of the challenges inherent in applying intersection
types in a symmetric calculus, and show how to overcome these difficulties. The approach is applicable to
a variety of systems under active investigation in the current literature; we apply our techniques in a spe-
cific case study: characterizing termination in the symmetric lambda-calculus of Barbanera and Berardi.

1 Introduction

The Curry-Howard correspondence [10] expresses a fundamental connection between logic and computation.
In its traditional form, terms in the ‘/-calculus encode proofs in intuitionistic natural deduction and proofs
serve as typing derivations for the terms. Griffin extended the Curry-Howard correspondence to classical
logic in his seminal 1990 POPL paper [8], by observing that classical tautologies suggest typings for certain
control operators. This initiated a vigorous line of research: on the one hand classical calculi can be seen as
pure programming languages with explicit representations of control, while at the same time terms can be
tools for extracting the constructive content of classical proofs [13, 2]. In particular the Au calculus of Parigot
[15] has been the foundation of a number of investigations [16, 6, 14,3, 1] into the relationship between
classical logic and theories of control in programming languages. _

In contrast to natural deduction proof systems (upon which Parigot’s Au, for example, is based) sequent
calculi exhibit inherent symmetries in proof structures. There are several term calculi based on sequent cal-
culus, in which reduction corresponds to cut elimination. Examples include [9, 19,4, 20, 12]. This symmetry
is appealing in its way, but it actually creates considerable technical difficulty in analyzing the reduction
behavior of these calculi. The bedrock traditional technique of reducibility makes essential use of fact that
function types are “higher” in a natural sense than argument types, permitting semantic definitions to proceed
by induction on types. The symmetry in classical calculi blocks a straightforward adaptation of the traditional
reducibility technique.

The Symmetric Lambda Calculus (here denoted A*"™) of Barbanera and Berardi [2] is an elegant cal-
culus designed with the goal of extracting constructive content from classical proofs (actually what we call
A™Y™ here is the propositional version of their calculus, in [2] the system is extended to Peano arithmetic).
Barbanera and Berardi proved termination for their calculus using a fundamental insight called the “sym-
metric candidates” technique. (A completely different approach is the arithmetical proof of termination in a
symmetric Au calculus by David and Nour [5].)

The use of symmetric candidates is a robust technique that applies in a variety of settings [19, 17]. But a
fundamental tool for deep analysis of the reduction properties of A-calculus, as well as semantic investiga-
tions, is the extension of simple typing to intersection types — and the adaptation of the symmetric candidates
technique to the intersection-types setting is not straightforward. Such an adaptation is the topic of this paper.
We analyze the problems that arise and show how to overcome them. Our technique applies generally to all
of the symmetric proof-calculi we have investigated, including the Augi-calculus of Curien and Herbelin [4,



7], and the dual calculus of Wadler [20]. For concreteness here we outline the treatment for A®", chosen
because it is syntactically most familiar and the issues with duality can be seen most clearly. We believe
that the presentation here may also clarify some of the subtleties of Barbanera and Berardi’s proof even for
simply-typed A™™,

The technical contribution of this paper can be summarized as follows. The key to the symmetric can-
didates technique is to interpret types in certain families of saturated sets: these are sets which are, roughly
speaking, closed under inverse B-reduction. Using a clever fixed-point computation Barbanera and Berardi
[2] define a family of saturated sets appropriate for interpreting simply-typed terms. But when we wish to
consider intersection types we face the following obstacle. In standard semantics of intersection types, the
interpretation of an intersection type (A N B) is simply the intersection of the interpretations of A and B. But
in general intersections of saturated sets are not saturated. So it is not clear how to interpret a type of the
form (ANB).

The solution we adopt is the following. We take seriously the fact that saturated sets are fixed points of a
monotonic operator. And as is well-known, a monotonic operator has a complete lattice of fixed points. So
we take the interpretation [(A N B)] of an intersection type to be the meet [A]] A [B] in this lattice.

A consequence of the fact that the interpretation of an intersection is not the intersection of interpreta-
tions is that the standard typing rule for intersection-introduction is not sound. So our type system has an
intersection-elimination rule only. As it turns out this is not a problem since intersection-introduction is not
needed for characterizing termination.

A natural question arises: in the absence of intersection-introduction, how do any terms ever receive a
type which is an intersection? The answer is: by double-negation elimination! Referring to the type system of
Definition 2, if x is declared with type (A N B)" in a typing of ¢ : L, then Ax.c will be typed with type (AN B).

2 Intersection types for the A*"-calculus

The syntax of A" expressions is given by the following:

t:=x|(t,n2) |01(t), [02(t), [ Ax.c| (11 * 12)

We depart from [2] in that we treat the operator * is syntactically commutative, that is, we consider (#; * 1)
and (f * t;) to be the same term.
The reduction rules of the calculus are

(Ax.b x a) — blx — a] ({t1,12) * o;(u)) — (t;,u) Ax.(b * x) — b if x not free in b

The system of [2] had an “n-reduction” rule as well as a reduction (labeled Triv there) which allowed
replacing a term by one of its closed subterms under certain circumstances. We have omitted these reduc-
tions here for convenience (only): adding it would not violate any of our results and would complicate the
presentation.

Definition 1. The set T of raw types is generated from an infinite set T Var of type-variables as follows.
T:=TVar | TAT | TVT | T | TNT
We consider raw types modulo the equations
Attt =4 (AANB): =AtvB* (AVB): =At AB*

A type is either an equivalence class modulo these equations or the special type L. Note that by orienting
the equations above left-to-right each type has a normal form, in which the ()J‘ operator is applied only to
type variables or intersections. It is then easy to see that each type other than L is uniquely of one of the
following forms (here 7 is a type variable).

Tt (AIA--AAL) (AIV-VA,) (AN---NAL) (A1N---NAL)T



Definition 2 (Typing rules of the system B). The type assignment system ‘B is given by the following typing
rules.

(ax)
Lox:(Tin--NT) b x:T;
X FoA Lk hiA Xkit:A
(" — W)
P (tl‘f2>ZA]/\A2 P (5;([)2A1\/A2

Y, x:AF c:L Xk p:A Lk og:At
—_ (1) (cut)
Lk Axe: At Tk (pxg):l

Theorem 3 (Main result). A A" term is terminating if and only if it is typable in ‘B.

The direction “every terminating term is typable” follows the standard pattern from traditional A-calculus.
The nuance to be acknowledged is that, for the purpose of establishing this result, the standard intersection-
introduction typing rule is not needed. This is crucial for our approach since, as noted in the introduction, this
rule seems to be an obstacle to the other direction of the result, “every typable term is terminating.”

The remainder of the paper is an outline of the proof that every typable term is terminating, with an
emphasis on those aspects of the argument requiring novel treatment beyond the proof for traditional A-
calculus.

Definition 4. A pair is given by two sets of terms X and Y, each of which is non-empty.
The pair {X1,X,} is stable if for every r € X| and every e € E, the command (r * e) is terminating.

For example, the pair {Vars,Vars} is stable. Since the sets in a pair are non-empty, any stable pair consists of
terminating expressions. We write pairs as {X,Y } but we stress that this is a multiset, that is, it may be that X
and Y are the same set.

The following technical condition will be crucial to the use of pairs to interpret types (it is this condition
which makes the Type Soundness Theorem go through, specifically the cases of typing a A expression).

Definition 5. A pair {Xo, X, } is saturated if for each i, whenever Ax.c satisfies: Ve € X;, c[x < e| is terminating,
then Ax.c € Xq1_;.

We can always expand a pair to be saturated. It is more delicate to expand a stable pair to be saturated and
remain stable. The development below achieves this.

Definition 6. An expression is simple if it is not a ‘I-abstraction; a set X is simple if each term in X is simple.
Definition 7. Define the map ® : 2 — 2% by

®(X) = {e| e is of the form hx.c and ¥r € X ,c[x < r| is terminating}
U{e | e is simple and ¥r € X, (r * e) is terminating }
Note that if X # 0 then ®(X) is a set of terminating terms. Also, if X C SN then all variables are in ®(X).

It is easy to see that ® is antimonotone. So the map (® o ®) = ®? is monotone. By the Knaster-Tarski
fixed point theorem [11, 18] ®? has a complete lattice of fixed points, ordered by set inclusion.

Definition 8. A pair {X,Y} is a mutual fixed point for ® if &(X) =Y and ®(Y) = X.
It is easy to see that if {X,Y} is a mutual fixed point for ® then X is a fixed point for ®?.
Lemma 9. Suppose {X,Y} is a mutual fixed point for ®. Then {X,Y} is stable and saturated.

So now our task is to show how to make mutual fixed points which have the right structure for interpreting
types. The strategy for defining saturated pairs for types is slightly different depending on whether the type
to be interpreted is (i) an arrow-type or its dual or (ii) an intersection or its dual. In the former case we need
to establish the that the operator &2 is inflationary on strongly normalizing simple sets.



Lemma 10. If X is a simple set of terminating terms then X C ®*(X).

As is well-known, when G is a monotone operator on a complete lattice of sets and X satisfies X C G(X)
then G has a fixed point containing X. This, in light of Lemma 10, justifies the following definition.

Definition 11. If X is a simple set of terminating terms let X' be the least fixed point of ®* with the property
that X C X'

We note the following facts. If X is a simple set of terminating terms then {X',®(X 1)} is a mutual fixed point
of ®, with X C X', If {X,Y} is a stable pair and Y is a set of simple terms then ¥ C ®(X ).

In Definition 13 we will use the above construction to interpret types which are not intersections (or
their duals). When the types we want to interpret are intersections, or types of the form (7, N---N7Ty)° the
above construction does not work. The essential problem is that the intersection of saturated pairs does not in
general yield a saturated pair. This means that the interpretation of an intersection type (A N B) will not be the
intersection of the interpretations of A and B. But the collection of fixed points of ®? carries its own lattice
structure under inclusion, and this is all we require to interpret intersection types.

Definition 12. Let Fixg> be the set of fixed points of the operator ®2. IfRy,... Ry are fixed points of ®?, let
(R1 A ... ARy) denote the meet of these elements in the lattice Fixg.

The set of objects of the lattice Fixg is a subset of the set 2. Since this lattice is ordered by set inclusion,
we have (Ry A ... A Ry) C R; for each i. Since N is the greatest lower bound operator in 22, (Ry A ... AR;) C
(RiN--NRy).

We stress that (Ry A ... A Ry) is a fixed point of ®? and so the pair {(Ry A ... ARy), ®(Ry A ... ARy)}is
a mutual fixed point of ®.

Definition 13 (Interpretation of types). For each type T we define the set [T].

1. When T is L then [T] is the set of terminating terms.

2. When T is a type variable we set R to be the set of term variables, then construct the pair (R, CID(RT). We
then take [T] to be R' and [T*] to be ®(R").

3. Suppose T is (A1 AAy). Set R to be {(t1,1) | t; € [Ai]], i = 1,2}. We then take [T] to be (R') and [T+] =
[A1+ vV AyL] to be ®(R).

4. When T is (A|NAy---NA,), n>2, we take [T] to be ([A1] A ... A[A,]) and then take [T+] to be
([71)

Note that the interpretation [A; VA;] of a disjunction-type is determined in part 3 above since any type
B1 V B, is the dual of B; A By Also note that by definition, for each type T the pair ([T, [T~]) is a mutual
fixed point of ® and ® and so constitutes a stable saturated pair.

Lemma 14.

1. [T] is a set of terminating terms.

. JALAAR] 2 {{n,0) | 4 € [Al], i=1,2}.

[AvAs] 2 {o1(p) | p e [} U{oa(p) | p € [Aa])-

. (Mx.c) € [A] iffor all e € [A*] we have c|x < e] terminates.
[(41 N+ NAG) € ([N -0 [A]).

S VN

Since each [[T] consists of terminating expressions the following theorem implies that all typable expres-
sions are terminating.

Theorem 15 (Type Soundness). If expression t is typable with type T thent € [T].

The proof is by induction over typing derivations. All the hard work has been done in Lemma 14; the proof
is organized by cases according to the last inference in the derivation, and each case follows readily from the
clauses of the Lemma.
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