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Introduction

o Definition of Data Warehouse:

« 1. Subject Oriented:

Provide a simple and concise view of major subjects by focusing
on modeling and analyzing of data for the decision maker.

e 2. Integrated:

Construct multiple data sources by using data cleaning
and data integration technique, and data is converted.




DW vs. Heterogeneous &
Operational DBMS

a. build wrappers or mediators on top of DM
1. Heterogeneous DBMS to do the integration.
b. Query Driven, complex info filtering

a. OLTP (on-line transaction processing)
~ b. Operations in purchasing, invent




OLAP v.s. OLTP
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Why separate data warehouse?
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Modeling of Data Warehouse

1. View data in the form of cube

n-D cube = n entitis
The n-D base cube is called a base cuboid
The top 0-D cuboid is called apex cuboid




Example of cuboids (table sales):

e |Cube: A lattice of cuboids

0-D(apex) cuboid

supplier
1-D cuboids

3-D cuboids

4-D(base) cuboid

time, item, location, supplier




Conceptual Modeling of Data
Warehouse

A fact table in the middle connected to a set of

1. Star Schema dimension tables




Star Schema

item

Sales Fact Table
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Snowflake Schema
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Fact constellations

Shipping Fact Table :

item key
item name ., | time key
day of the week . brand 2
month type

supplier tvpe

1 item key
Shipper key

from location

item key

{ branch key "« to location

: ;"' dollars cost
location_key . » : :

+, | location units shipped
branch key units sold k! location_key
branch name B street Shipper :
branch_type dollars sold cly : -

= state_or t shipper key

province “, | shipper_name
country . | location key

Measures shipper_type

branch

avg sales
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Data Mining Query Language

e 1. Definition:

Need a data definition language to define
the table in the conceptual model

e 2. Syntax:




Example of define cube sales

define cube sales [time, 1tem, branch, location]:
dollars sold = sum(sales 1n dollars),

avg sales = avg(sales 1n dollars),

units sold = count(*)
star

define dimension time as (time_key, day, day_of_week, month, quarter, year)
define dimension item as (item_key, item_name, brand, type, supplier_type)
define dimension branch as (branch_key, branch_name, branch_type)
define dimension location as (location_key, street, city, province_or_state, country)

snowflake

define dimension item as ( item_key, item_name, brand, type,

)

define dimension |location as ( location_key, street,

)




example of fact constellation

define cube shipping [time, item, shipper, from location, to location]:
dollar cost = sum(cost in dollars),

unit_shipped = count(*)

define dimension time as time In cube sales




Measures in DMQL

1. Distributive

The Result derived by applying the function to n aggregate values
is the same as that derived by applying the function on all data
without partitioning.

Example: count(), sum(), min(), max()
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Use distributive aggregate functions it 1s computed by an algebraic
function with M arguments, each of which is obtained by applying
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Measures Example

e Sales Table:

time (time key, day, day of week, month, quarter, year)

item (item key, item name, brand, type, supplier(supplier key, supplier type))
branch (branch key, branch name, branch type)

location (location key, street, city, province or state, country)

sales (time key, item_key, branch key, location_key, number of unit sold,
price)

To compute dollar_sold & unit_sold:




Questions?

« \What’s the relation between “data cube” and
“group by” ?
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OLAP Operations in a
Multidimensional Data

« 1. Dimension Hierarchical Concept:

a. Total order hierarchy
b. Partial order hierarchy

e 2. Operations:
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Example of Dimensional Hierarchy

« Product dimension: Product<Category<industry
« Location dimension: Office<city<Country<Region

« Time dimension: Day<{month<quarter;week}<year

iIndustry

[region| s VoAl




Example of Operations in Cube

o 1. Roll up (drill up) —summarize data
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Example of Operations in Cube

o 2. Drill down (droll down) —reverse of roll up
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Example of Operations in Cube

« 3. Dice (project and select)

location
(cities)

Moeatreal

location
(cities)

| T p—
v AlCOUVeT

| location T

[ime | 0 't I m e 'I_I:E:u'rer's'! 0

(quarters) ‘ : |
Item

home phone
entertaimment
item




Example of Operations in Cube

o 4. Slice (Select)
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View of Data Warehouse

Based on business requirements:

. Allows Selection of the relevant information necessary
1. Top-down View

for the data warehouse.
It exposes the information being captured, stored, and

2. Data Source View  managed by operational systems.




Data Warehouse Design

« 1. Top-down: Overall Design and Planin

o 2. Bottom-up: WaterFall or Spiral

» 3. Design Process:




Data Warehouse Models

e 1. Enterprise Warehouse:

Collect All of the information about subjects
spanning the entire organization

o 2. Data Mart:

a subset of corporate-wide data that is of
~value to a specific groups of users. |




OLAP Server Architectures

Use Relational DBMS as Backend, store manage
1. Relational OLAP warehouse data OLAP middle ware support, greater
scalability.

2. Multidimensional Array-based storage (sparse matrix techniques)
OLAP Pre-computed data and fast indexing




OLAP DW Usages and Advantages

Three kinds of Usage:

1. Information Processing
2. Analytical Processing
3. Data Mining

[Four Advanta
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Data Warehouse Implementation

« 1. Monitoring: sending data from the source

- 2. Integrating: loading, cleansing, schema matching...




The Importance of integration




Usage-Based Schema Matching

Introduction:

o Problems in Data Integration:

» Find correspondences between attributes of two
schemas.

-« Proposed tchniques:




Usage-Based Schema Matching

Introduction:

 New Technique for Schema Matching:

» Usage-based schema matching
- Good matching quality




Contributions

o Based on usage of attributes in query log:

» Tow usage-based matchers:

- SLUB : Structure-Level Usage-Based matcher
- ELUB : Element-Level Usage-Based matcher

o Prototype implementation:

o Employs a genetlc algorlthm to f|nd hlghest score




Main Point

o Goal:
» Exploit similarities in query patterns to match attributes

o Feature extraction:
» Uses query logs
- Collects attributes' roles and interrelationships.




Feature Extraction

e SLUB: Structure-Level Usage-Based matcher
Structure-level freatures:
An attribute A roles:
= part of the answer (select clause)
= filterint role (where or having)
= grouping role (group by)
= odering role (oder by)
Tow attributes in same query:
= usage relationship

= four possible roles results in 16 different
possible relationships

= 16 graphs with weights on endges (frequency
of occurrence)

[sage relationship tvpe
select-select

where-select

select-vwhere
where-where
orderby-select
select-orderby




Feature Extraction

|dentification process

SPJGO:
relationship depends on two clauses
SPJGO-UEI:
relationships are identified separately
attributes in one subquery don't affect result of another
SPJGO-N:
relationships identifed separately for each block
- outer query and inner subquery
more relationships identified between attributes in differernt blocks

- inner subquery may be a filter of outer query (if it's in where or from clause
of outer query)

- they are considered to be related to all outer query attributes

3 1 - B e TABLE I. CONTRIBEUTIGN ©OF THE QUERIES OF EXAMPLE 4 1 TO THE SELECT-
»select I _TITLE from Item, Author WHERE RELATIONSHIP TYPE
> _ID=A TDO and 2 L]'.L \WME="Gray”’

I TITLE from Item
_ID ini{select A_TID from Author
where A LNAME=‘Gray’)

i =elect I TITLE

from Item, (select A ID from Author

-

where A LNAME=‘'Gravy’)
where I _ A ID=4A TID

gelect B TD from Author
where A _LNAME=‘Gravy”’
'__J.lL.I-_-. fraom lLtem
- im @li=t




Matching

o Genetic Algorithm:

o Selection : generate population

S1={1,2,3,4,5,6,7}

S2={1,2,3,4,5,6,7}

Assume a population with 4: 011101, 101011,011100,111001
Fitness function: f(x1,x2) = x.* + x,°




Matching

o Genetic Algorithm:

» Genetic Operators:
» Crossover:
= Pair : random
= Crossover position: random
= Crossover part of gene




Matching

o Genetic Algorithm:

» Genetic Operators:
» Mutation:
= Mutation position: random
= Change the bit with a probability




o Compare Population(0) and Population(1)

Individual No | Population(0) | x1 x2 Fitness % Selection time Results
Random
1 011101 35 34 0.24 1 011101
2 101011 513 34 0.24 1 111001
3 011100 34 25 0.17 0 101011
4 111001 72l 50 0.35 2 111001
sum 143 1




Algorithm 1: Generate New_Mapping (i)

- M. set of matched S, attributes, 1=[1,2]
a ‘ : I I I L set of 5, attributes permitted to match x;, ic[1,n']
R, sum of edge weights from x; to all xe M, averaged

over the 16 feature graphs of S;, ige[1.n'], i#
R sum of edge weights from y; to all y,e M, averaged
over the 16 feature graphs of ., ije[1.n'], i#f

M=} M.={ |

for each iteration ¢

. How to implement in Usage-Based Schema [

return 1,

M a-t C h | N g Find an unmatched §; attribute x, and an unmatched

5, auribute y, such that v eL,, R;, >0, R; >0, IR; ;-

Compare 16 graphs of each table one by one to Ry Ry Lt v v M v M

if such pair (x, v, } does not exist

generate potentially mached attributes of two 7o et be any random ummatched $; attibute,
s be any random unmatched S; attribute, v € L;;
Let m(i )=},

Fixed number of interation - ;: ::

Make crossover and mutation to find the highest - Removey, fom L, u#is;
mappl ng from pOSSi ble ones. Algorithm 2: Make Crossover (m;, m-)

¢, : the i* child mapping to be generated, ic[1,2]
Copy m; into ¢
. A i T - Randomly divide ¢, mto two parts;
e Fitness function is indentified to calculate the Keep the first part of ¢; unchanged;
4- For the second part, keep the matches for the

Slml|arItIeS Of tWO SChemaS - constrained S, attributes unchanged;

Reorder the matching 5, attributes for the
unconstrained §; attributes in the second part of ¢; to
follow the ordering of m.;

Generate ¢, in the same way as ¢; after switching the
roles of m; and m;;

retrn {c;, oo}

Algorithm 3: Make Mutation (m)
¢ : the child mapping to be generated
Copy m into c;
Pick two random unconstrained §; attributes x; and x;
Swap cix) and cx); -
refurn c; '




Conclusion

o A new schema matching: usage-based

o Find correspondences between attributes of two schemas
with high accuracy

o For now focusing on relational schemas _




References

o J. Madhavan, P. Bernstein, A. Doan, and A. Halevy.
Corpusbased schema matching. In ICDE, 2005.

o https://en.wikipedia.org/wiki/Genetic_algorithm

o http://blog.csdn.net/b2b160/article/details/4680853/

e http://cedric.cnam.fr/workshops/caise03/InvitedTalk.pdf
e J. Madhavan, P. Bernstein, and E. Rahm. Generic schema



http://blog.csdn.net/b2b160/article/details/4680853/
http://blog.csdn.net/b2b160/article/details/4680853/

