
Sheduling PoliiesTypes of proesses:� interative jobs� low priority, pu bound jobs that use exess proessor apaity (e.g., alulating � to101000000 deimal plaes)� somewhere in betweenWe will onentrate on sheduling at the level of seleting among a set of ready proesses.Sheduler is invoked whenever the operating system must selet a user-level proess toexeute:� after proess reation/termination� a proess bloks on I/O� I/O interrupt ours� lok interrupt ours (if preemptive)Distinguish between a short and long proess. Based on the time a proess runs when itgets the CPU. An I/O bound proess is short and a CPU bound proess is long.Note; The idea of short vs. long is determined by how muh of its time slie that a proessuses, not the total amount of time it exeutes.
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CriteriaCriteria for a good sheduling algorithm:� fairness: all proesses get fair share of the CPU� eÆieny: keep CPU busy 100% of time� response time: minimize response time� turnaround: minimize the time bath users must wait for output� throughput: maximize number of jobs per hourThey are ompeting. Fairness/eÆieny, interative/bathLook at Figure 2-38 for goals/riteria under di�erent situations.
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MeasurementsIn order to ompare di�erent short-term poliies, we need a measure of performane.Assume that a proess needs t time in exeution before it leaves the ready list:exeution time (t) | exeution timeresponse time (T) | �nish time - arrival time. (wall lok time)missed time (M) | T - t; time spend on the ready list or in bloked state.penalty ratio (P) | T/t; penalty of 1 ideal (lower penalty is good)response ratio (R) | t/T; response of 1 ideal (higher response is good)Other useful measures:� kernel time | amount of time the spent by the kernel in making poliy deisions andarrying them out. Context swithing. A well tuned O.S. uses between 10-30%.� system time | kernel time devoted to a proess.� Idle time | amount of time spend when the ready list is empty. Thus running aNULL proess or running NULL routine ode.
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First Come, First served (FCFS)Also alled FIFO. CPU servies proesses in the order they arrive. Proesses run until theygive up the CPU. If the poliy is non-preemptive, a proess is never bloked until itvoluntarily gives up the CPU.Non-preemptive poliies resist hange.Advantages:� easy to implement� eÆient|minimize ontext swithingDisadvantages:� Penalty ratio for short jobs muh greater than for long jobs� favors omputation intensive tasks over interative tasks� no way to break out of an in�nite loop
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Round Robin (RR)CPU servies a proess for only a single quantum of time, q, before moving on to the nextproess. A quantum is usually 1/60 to 1 seond.The quantum q ats as a parameter that an be tuned. Long quantums result in FCFS.Short quantums result in an approximation of proessor sharing, in whih every proessthinks it is getting onstant servie from a proessor that is slower proportionally to thenumber of proesses.RR ahieves a good penalty ratio by preempting proesses that are monopolizing the CPU.Is there a limit as to how small an we make the quantum value?Note: we always start the job with a full time quantum, regardless of how long it took ofthe last quantum.
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Shortest Proess Next (SPN)Also alled Shortest Job First (SPF).Preemption is relatively expensive. SPN attempts to avoid that ost.The SPN poliy always tries to selet the shortest job for serviing.Of ourse, we an't know absolutely how long a job will take! However, its reent behavioris likely to be a good approximation. For instane, one might ompute an exponentialaverage: Esmooth = �Esmooth + (1� �)EmeasuredEmeasured is how long a proess runs when it gets a hane.� is alled the smoothing (aging) fator and may be set higher or lower to make theestimate less or more responsive to hange.� when � is 0, we use only the reent value� when � is .8, we treat the new value suspiiously | it may be only a temporaryutuation.Unfortunately, SPN may lead to starvation, a ondition where some proesses are neverservied.In Unix, the ommand uptime uses an exponential deay to ompute the average number ofjobs in the run queue over the last 1, 5, and 15 minutes. For example:% uptime1:02pm up 18 days, 2:02, 4 users,load average: 0.48, 0.26, 0.03%
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Preemptive Shortest Proess Next (PSPN)Combine preemption of round robin (RR) with shortest proess next (SPN).PSPN preempts the urrent proess when another proess is available with a total servierequirement less than the remaining servie time required by the urrent proess.Multiple-level Feedbak (FB)Maintain multiple queues, with lower numbered queues having highest priority. When aproess has used a ertain quanta in its queue, the sheduler moves it to another queue.Use Round Robin poliy within eah queue to selet a proess of the highest priority.Look at Fig. 2-42.Interative proesses have priority over longer ones, beause long proess migrate to lowerpriority queues. Give larger quanta to lower-priority.Side note: CTSS system 1962, Poliy that swithed from CPU to interative bound. Usersfound that it helped priority for long jobs to give keystrokes! Primitive way to detet I/Obound jobs.
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Other Poliies� Lottery Sheduling|hane of a ready proess being sheduled is in proportion tothe number of lottery tikets held. Can alloate resoures more aurately.Cooperating proesses an pool tikets.� Fair-Share Sheduling amongst users rather than proesses. Similar issue for allthreads of a proess.� Real-Time Sheduling|deadlines hard and soft.
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Linux Proess ShedulingTwo lasses of proesses:� real-time (soft deadlines)� normalAlways run real-time proesses above normal. It uses priorities with either a FIFO orround-robin poliy.Normal proess sheduling uses a prioritized, preemptive, redit-based poliy:� Sheduler always hooses proess with the most redits to run.� On eah timer interrupt one redit is deduted until zero is reahed at whih time theproess is preempted.� If no runnable proesses have any redits then for every proess reredit asredits = redits/2 + priority.� This approah favors I/O bound proesses whih do not use up their redits whenthey run.Windows NT/2000/XP ShedulingWindows NT/2000/XP uses threads as the basi sheduling unit. Threads have prioritiesand an be preempted (not always true for threads).
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Evaluating PoliiesMathematial Analysis involves a mathematial formulation of the poliy and a derivationof its behavior.Queueing networks model the system as a set of queues to servers (e.g. CPU, I/O devies,et.).1. eah server has an average servie time2. proesses move from one queue to another aording to probabilities that desribethe breakdown of time spent at eah serverThe primary drawbak of mathematial analysis is that the model is only anapproximation to the atual system, and omplex systems are often impossible to solve.Simulation involves traking a large number of proesses through a model and olletingstatistis.Proess exeution an be driven by probabilities (as in mathematial analysis) or by atualtrae data.Experimentation is the \best" method, beause it measures the real system. Unfortunately,beause the system tested must be built, experimentation is usually expensive.
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Guidelines� Rule of thumb: preemption is worth extra swithing osts. Clok devies are prettymuh universal|not muh more time to make a deision on an interrupt.� Use large enough quantum to keep kernel time down. Example: proess swith 500us, quantum 10 ms, 5% sheduling ost. Want quantum small enough so the\interative" does not \see" time sliing.� ease of implementation|FCFS, RR easy� must also onsider spae used by proess|more spae bigger quantum� interative|give priority. UNIX gives priority to proesses with a high idletime/CPU ratio.� want quantum as big as possible while still not ausing notiable response problems.
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