CS 3013, Operating Systems
WPI, C-term 2008
Hugh C. Lauer
Project 0 (0 points)
Assigned: Friday, January 11, 2008
Due: 5:00 PM, Tuesday, January 15, 2008
Introduction

This project is intended to get you started with your virtual machine and to introduce you to working with the Linux kernel. In this project, you will

· Set up your virtual machine in the Fossil Lab;

· Set up your environment for building and installing the Linux kernel;
· Build and install the kernel; and
· Submit the output of the build via the web-based turnin system.
You will not be modifying the kernel during this project, only building it.
Preparation
To set up your virtual machine in the Fossil Lab, first log into any Fossil Lab workstation with your userID and your Fossil password. You will find on your desktop two drives already mounted. The H drive is your home directory on the Fossil server, and the P drive is the public drive for shared data and information. Also on your desktop is a link to the VMware Workstation application.
Open VMware Workstation, and in its home page click “Open existing virtual machine.” In the file dialog, navigate to the P drive, then to 

CS-3013\c08\VirtualMachine,
where you will find a VMware Configuration file called SUSE Linux.vmx. Double click on this file to open it.

In the left side of the resulting window, select “Clone this virtual machine” and in the following dialog, click “Linked clone” and select “Template for clones” as the snapshot. This will create a clone of the virtual machine, ask you for a name for the virtual machine, and open a file dialog for a place to store it. Store it somewhere in your home directory on the H drive. This will be your virtual machine for this and future projects.

To get started, click “Start this virtual machine.” It eventually presents a green boot screen, and then it boots the OpenSUSE 10.3 operating system installed on the virtual machine. Log in as student with the password announced in class and open a command shell on the KDE desktop by clicking the icon in the lower left.
It would be useful to create a user identity for yourself using YaST and to delete the user named student. You may also change the root password. For more information regarding the use of your virtual machine, see here:– .doc, html.
Setting up your Kernel Development Directory 
Kernel sources are already be installed in the directory /home2/src on your virtual machine. The official place for Linux sources is /usr/src, but we have linked this to /home2/src. If you list this directory, you will find one or more versions of Linux kernel. This course uses the latest version as of the start of the term, namely 
linux-2.6.22.13-0.3
You will note that the link /home2/src/linux points to this latest version. You will also notice that when you are logged in as an ordinary user (i.e., not root), you do not have write-access to the sources. This is a good thing, because it is far too easy for even the most experienced kernel hackers to mess up the tree of kernel sources by editing it directly.

Instead, you will clone the original source directory by making a linked copy of the kernel tree in a directory of your own choosing. This is a directory tree in which every file is hard-linked back to the same file in the original kernel tree, so no extra disk space is consumed. Only the directories themselves are replicated (think about why that is). To create a clone of the kernel tree, execute the following command in a command shell
cp –al /usr/src/ linux-2.6.22.13-0.3 kernelSrc
Here, kernelSrc is the name you have chosen for your working directory. To make changes to any files in this directory, it is necessary to unlink individual files and replace them. If you use EMACS or the patch program to make the changes, this is done automatically. That is, these programs make their changes to a (hidden) copy of the file, and then they move the original aside and substitute the copy in its place. This has the effect of breaking the Linux hard link and making your kernel tree point to the changed file. 

Most other editors — including vi, eclipse, kwrite, and other editors in KDE — simply try to write the changes back to the same file. Not only is this fragile (you could get a corrupted file if the system crashes in the middle of the write), but it is also a violation of file permissions when you are not running as root. Instead, whenever you want to edit a file — for example, syscall.h — first change its name to a “backup” name, say, syscall.h~ using the mv command. Next, edit this “backup” file and save it with the original name. This save has the effect of replacing the original hard link with a new reference to your updated file. Finally, “delete” the backup file using the rm command. This removes the hard link in kernelSrc, but because there is still another reference to the file in the original directory, the file itself does not go away; and the original source tree is unchanged. 
This may seem like a pain in the neck now, but you will be glad in the long run for the time saved, the safety factor, and the ability to keep track of your small changes amidst the vast number of files in the kernel.
Configuring the Kernel
The method for compiling the kernel has changed from version 2.4 (as documented in pages 74-78 of the Silbershatz text) to version 2.6 (the version you have now) and even from that described by Robert Love in Linux Kernel Development, 2nd ed. Among other things, it has become simpler and cleaner, and it has a graphic user interface for configuring the kernel. There are basically three steps: – 
· make the configuration file (or re-make the previous one), 
· make the kernel and the kernel modules, and 
· install the kernel modules and then the kernel. 
You will do the first two steps under your ordinary user identity (i.e., without root privileges). You will do the third step with narrowly constrained root privileges via the sudo command.
First, you need to make the configuration file. In a command shell, execute the following: –
mkdir ~/kernelDst
/* or some temporary directory */
cd kernelSrc
make O=~/kernelDst gconfig
The directory ~/kernelDst is the directory into which you will build. For this course, you must build into a separate directory, not into your kernel source tree! The reason is that it keeps out of your kernel tree all of the stuff built by the configuration step, so that when you create a patch file, the only patches that appear are the files that you actually changed yourself. Otherwise, you will end up with megabyte-sized patch files, and the graders will be unwilling to grade your project.
The make O=~/kernelDst gconfig command brings up a window to walk you through the configuration process. It reads information from your kernel directory and then populates a set of configuration options in the graphic interface. The window looks something like this:–
[image: image1.png]18 SUSE Linux 10.2 master - Viware Workstation

Fle Edt View WM Team Windows Hep

Enre @GR OB & 00

8 st @Umix W KermetSc - Shll - Kansole [BEIRE)

Sesion Edit View Bookmaks Setings  Help

[defined but not used
/home/student /kernelSrc/scripts/keonfig/images . : warning
efined but not used
/home/student /kernelSrc/scripts/keonfig/inages.c:243: warning: ‘xpm_choice_yes
defined but not used
/home/student /kernelSrc/scripts/keonfig/images . : warning
[Fined but not used
/home/student /kernelSre/scripts/koonfig/inages.c:294: warning: ‘xpr_menuback’ de
[Fined but not used
/home/student /kernelSrc/scripts/keonfig/goont . warning: ‘renderer_toggled
defined but not used

HOSTCC  scripts/kconfig/kconfig load.o

HOSTCC  scripts/kconfig/kxgettext.o

HOSTCC  scripts/kconfig/mconf .o

SHIPPED scripts/kconfig/zconf.tab.c

SHIPPED scripts/kconfig/lex.zconf.c

SHIPPED scripts/kconfig/zconf .hash.c

HOSTCC  scripts/kconfig/zconf . tab.o

HOSTLD  scripts/kconfig/zconf
scripts/keonfig/geond arch/i386/Koonfig
o
# using defaults found in /boot/config-2.6.18.8-0.3-def|
i

“xpn_choice_no’ d

“xpn_menu_inv’ de

i .
optons [Name [0 M ¥ [Vatue =

b Code matuiy level options
b Genersizetup

b Losdable madule support

b Blocklayer

b Processortype and features

b Power management options (ACP, APM)
b Bus options (PCL. PCMCIA, EISA, MCA, 158)
b Executable fls formats

» Newoting

b Device Divers

b File stems

b Instumentation Suppart -

b Kemel hackin

b Secuiy options

[Somy. no help available for this option yet

Ty 8 sudem@linaW~emeisic- she. o]
n
2 X LimuxKemel v2.8.18.8 Contiguratc Qw21 10:59am =





(Yes, the tiny font is hard to read, both in this document and also on the screen.) 

At this point, you do not have to change the configuration very much. However, one small change is important. Click the arrow at the left of the second line labeled General setup. This expands the line to look something like the following: –
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Double-click on the word “default” at the right of the line beginning with the words “Local version”. Edit this word by replacing it with something to identify the kernel as yours — e.g., your name and the project name. When you install the compiled kernel and reboot, the string will appear in the boot menu at start-up time to identify your kernel.

You don’t need to make any other changes at this time.
 Simply invoke Save from the File menu and exit. This writes a new .config file at the root of your ~/kernelDst tree.

In the future, if you wish to rebuild using the same configuration, you should execute

make O=~/kernelDst oldconfig

This captures the previous configuration file (i.e. .config). You should get in the practice of doing make gconfig or make oldconfig every time that you rebuild the kernel. Among other things, the configuration process resolves all of the dependencies among kernel files and selects those that are needed for a particular build.
 Never, ever try to edit the .config file yourself!
Making and Installing the Kernel
You are now ready to build your kernel. To do this, simply execute the commands
cd kernelSrc
make O=~/kernelDst > make-out.txt
in a command shell. Piping the output to a file is optional, but it enables you to examine it later. Also, for this project, the output is your sole project submission.
On a Fossil Lab machine, this takes about 35-40 minutes. On a 3-GHz Windows XP system running VMware Workstation, it takes almost about 85 minutes and causes a lot of disk activity. Much of time is spend building the kernel modules — i.e., the parts of the kernel that are dynamically loaded at boot time or run time in response to particular features and devices installed in the machine. The result of the build is a boot image file called bzImage located somewhere in your kernel tree, plus a bunch of kernel modules. (You actually don’t need to know where they are.)
Next, you have to install the newly built kernel and modules. This installation is reasonably well automated on SUSE Linux. Therefore, you do not have to copy the boot image anywhere, as indicated by the textbooks. Instead, you simply type the command
sudo make O=~/kernelDst modules_install install 
to your command shell. Installing the kernel and the kernel modules is the one part of the process that requires root privileges. The sudo command provides these privileges for one command only. It will ask you for the root password before executing the command.
SUSE Linux uses grub, the Grand Unified Bootloader, to manage the booting process. In principle, you do not need to edit the configuration files for grub.
Booting your Kernel and Controlling the Boot Configuration

After you install your new kernel, you should reboot. You will get a boot screen resembling the now-familiar OpenSUSE green boot screen, but with one new line added to the boot choices. This line is your newly-built kernel, named as you configured it above. Click in the boot window, and then use the up- and down-arrow keys to control which kernel or system to boot. If you try booting and it fails, you can recover by booting another option.

When you have successfully booted and logged in, you can find out which kernel you are running by typing the following command in a shell:–

uname -a

This will print out the actual identification of the kernel, as built. It contains the string from the “Local version” field of the configuration process that you set above. 
The booting configuration information is stored in the text file /boot/grub/menu.lst. There are many ways and a number of tools for managing this configuration file; for this course, we will use YaST. 
 After you invoke YaST, select “System” in the left panel and then select “Boot Loader Configuration” in the right panel. This brings up the GUI interface for manipulating and/or deleting boot files, for setting the linux link to the one you want to be default, etc.
Using more than one processor

The make system for the Linux kernel is designed to support builds by more than one processor. This can be invoked by using the -j switch to specify the number of parallel build jobs – for example,

make –j4 O=~/kernelDst

The SUSE Linux documentation suggests that the right setting is approximately two jobs per processor core. Your virtual machine has two processors by default, and all of the host Fossil Lab workstations have dual-core processors, so –j4 is the right setting. However, if you are running on a Pentium at home with only one processor, then –j2 might be better. 
Also, previous experience has taught us that you should limit to memory size of your virtual machine to no more than about one-half of the physical memory on your PC. Since Fossil Lab machines have 2 gigabytes of memory, your virtual machine is configured to be one gigabyte. If you are running on some other machine, you should adjust accordingly.
An annoying nuisance

You will probably find that when you boot with your newly built kernel, the network connection does not work. This is an artifact of VMware Tools, which are pre-installed in your virtual machine to make virtualization go a little smoother. This will make it difficult to submit the project, as described below.

For now, simply reboot to the original kernel and submit your project from there.
Submitting Part 1

Be sure to put your name at the top of every file you submit and/or at the top of every file that you edit!

Submit your assignment for grading as directed in class. We will use the web-based Turnin tool developed by Professor Fisler’s group. A brief introduction can be found at

http://web.cs.wpi.edu/~kfisler/turnin.html
and access to the turnin system itself can be found at


http://turnin.cs.wpi.edu:8088/servlets/turnin.ss
For purposes of Turnin, this assignment is Project0. 

Since one of the goals of this project is to debug the submission process, you need only submit a portion of the output of your kernel build, along with the output of the command

uname -a
Do not put your submitted files into a folder or attempt to zip them to save space. The Turnin system does this automatically, behind your back.
Individual Assignment

This is an individual project, not a team project. Each student should submit his/her own work, not copies of jointly developed code. 

Nevertheless, if you are puzzled or unsure of some aspect of this assignment, you should consult your friends, classmates, TAs, or the instructor to help clarify your understand or derive an approach to the problem. Using the class e-mail list for discussion is considered a good idea and contributes strongly to the “class participation” component of your grade.
� 	If you were making other changes to the configuration, you would do so by checking and/or unchecking the boxes next to various lines. The Linux kernel configuration tree has literally hundreds of options.


� 	If you had built Linux kernels for earlier versions, you may remember a step called make dep; this is no longer necessary, as the make gconfig step resolves the dependencies itself.


� 	Most textbooks describe lilo, a different bootloader. Many of those books describe procedures in which you have to copy and manage the boot files manually a tedious and error-prone process.
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