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ABSTRACTWhile previous resear
h has shown that streaming media
an respond to network 
ongestion, it is not known to whatextent 
ommer
ial produ
ts are responsive. This resear
h
hara
terizes the bitrate response of Windows StreamingMedia (WSM) to 
hanges in network 
apa
ity and loss rate.A streaming media test bed was built to systemati
ally varynetwork and 
ontent en
oding 
hara
teristi
s and measureWSM 
ongestion responsiveness. The results demonstratethat WSM improve response to 
ongestion when 
ontent isen
oded into several bitrates by the 
ontent provider.Categories and Subje
t Des
riptors: C.2.m [Computer-Communi
ation Networks℄: Mis
ellaneousGeneral Terms: Performan
e, Design.Keywords: Streaming Media, Measurement.
1. INTRODUCTIONUnlike traditional network appli
ations su
h as �le trans-fer or Web browsing, streaming media often uses UDP tomeet its bitrate and timing requirements. Without appli
ation-level 
ongestion 
ontrol, streaming media 
ows over UDPmay not be TCP-friendly1 and thereby 
ause retransmis-sions, queuing delays, and timeouts for 
on
urrent TCP
ows. In the worst 
ase, unresponsive UDP 
ows 
an 
on-sume all the available network 
apa
ity with pa
kets thatare subsequently dropped at a 
ongested router [4℄.The response to 
ongestion of 
ommer
ial streaming me-dia players has a large impa
t on network performan
e. Ofthe three dominant 
ommer
ial streaming media produ
ts(Mi
rosoft Windows Streaming Media, RealNetworks Re-alSystems, and Apple Qui
kTime), RealNetworks has themost 
ontent stored on the Web, with Mi
rosoft Windowsmedia having a 
lose se
ond [7℄. Sin
e our earlier workhas explored RealNetworks video [2℄, and there are indi
a-tions that Mi
rosoft Windows media will soon be
ome the1A 
ow is TCP-Friendly if its bitrate does not ex
eed themaximum bitrate from a 
onformant TCP 
onne
tion underequivalent network 
onditions.
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dominant streaming solution, this work fo
uses on WindowsStreaming Media (WSM).Past work on streaming video has in
luded passive mea-surement studies [10, 3℄, performed through log analysis, anda
tive measurement studies using 
ustom tools [2, 6℄. How-ever, without being able to systemati
ally 
ontrol server-sidestreaming parameters and measure their impa
t on networkperforman
e, these studies provide little insight into the in-tera
tion between streaming 
lient and server.WSM supports Intelligent Streaming [1℄, an appli
ationlevel means of redu
ing the streaming bitrate. IntelligentStreaming lowers the bitrate of the stream in mid-playoutduring network 
ongestion and then swit
h ba
k to a higherbitrate when 
ongestion abates. Resear
h on RealNetworks[2℄, whi
h also supports a bitrate adjustment te
hnique 
alledSureStream, suggests using su
h an approa
h in response to
ongestion e�e
tively redu
es the impa
t of streaming me-dia on other 
ows. However, to the best of our knowledge,there has been no published systemati
 study of the respon-siveness of WSM to 
ongestion.En
oded 
ontent must 
ontain multiple bitrates to makee�e
tive use of the features that Intelligent Streaming orrelated te
hnologies provide [1, 2℄. Multiple bitrate en
od-ing pla
es many di�erent en
oded video streams into onestreaming obje
t while allowing the 
lient to request a sin-gle obje
t for streaming. Upon 
onne
tion, the server de-termines whi
h en
oded bitrate 
ontained in the obje
t tosend based on 
lient and network performan
e. With sin-gle bitrate en
oding or with multiple bitrate en
oding wherethe lowest bitrate stream is sele
ted, upon 
ongestion, theserver is left to \thin" the stream by �rst de
reasing thevideo frame rate, and then, if needed, by sending only au-dio.The goal of this investigation is to experimentally measurethe behavior of WSM in the presen
e of 
ongestion undervarious network 
onditions and 
ontent en
oding parame-ters with parti
ular attention to the e�e
ts of IntelligentStreaming and 
ontent en
oding on network performan
e.This study shows that the 
ontent provider 
an make judi-
ious de
isions about en
oding rates and number of en
od-ing levels to improve the responsiveness of WSM to network
ongestion. Network pra
titioners should �nd this informa-tion useful as they strive to a

ommodate the in
reasingamounts of streaming traÆ
. Moreover, the level of detailprovided with respe
t to the behavior of video streams willfa
ilitate building more sophisti
ated models of streamingtraÆ
 than the simple CBR (
onstant bitrate) distributionsused by many resear
hers.1



Figure 1: Streaming Media Testbed
2. METHODOLOGYFigure 1 shows the testbed built to measure WSM un-der 
ontrolled, experimental 
onditions. On the left is ahigh-performan
e streaming media server running WindowsServer 2003 and the latest release of Windows Media Ser-vi
es, version 9. The streaming 
ontent, en
oded bitrate anden
oding levels are 
ontrolled at the server. In the middleis a Linux router running the NIST Net network emulator2used to 
ontrol the 
apa
ity, loss rates and laten
y 
hara
-teristi
s of pa
kets 
owing between the 
lient and server. Onthe right is a 
lient running the latest Windows StreamingMedia 
ore, version 9, along with our 
ustom MediaTra
kersoftware3 that allows us to re
ord 
lient-side performan
estatisti
s, in
luding frame rate, pa
ket inter-arrival times,jitter, and media quality. At ea
h side of the router is aLinux ma
hine where t
pdump4 
aptures pa
kets to pas-sively measure the o�ered and a
hieved network loads.
3. RESULTS

3.1 Single Bitrate ClipsOur �rst obje
tive was to examine basi
 WSM behav-ior. Using the NIST Net router, the bottlene
k 
apa
itywas 
onstrained to 725 Kbps, a typi
al Internet broadband
apa
ity and the laten
y was set to 45 ms, in the range ofmeasured Internet laten
ies [5℄. These are the 
anoni
al set-tings throughput this paper, unless otherwise indi
ated. ATCP transfer was started using iperf5 10 se
onds before aWSM 
lip and ended 10 se
onds after the WSM 
lip. The
on
urrent TCP 
ow is not meant to indu
e 
ongestion, butrather provides a visual me
hanism to judge when the WSM
ow is TCP-friendly. The WSM server was provided with a60 se
ond video 
lip en
oded at 340 Kbps, whi
h is roughlyequal to the streaming 
ow's fair share of the available 
a-pa
ity.Figure 2 shows the TCP and WSM 
ows 
ompeting foravailable 
apa
ity over the life of the 60 se
ond 
lip. Theinitialization of the WSM stream begins with a 5 se
ondperiod where no data is sent and is followed by about a10 se
ond period where WSM streams the 
lip at 500 to600 Kbps to �ll a 
lient-side playout bu�er. Subsequently,2http://snad.n
sl.nist.gov/itg/nistnet/3See http://perform.wpi.edu/real-tra
er/, used in [6℄4http://www.t
pdump.org/5http://dast.nlanr.net/Proje
ts/Iperf/
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Figure 2: Bitrate for 340Kbps Clip  0
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Figure 3: Loss Ratio for340 Kbps Clip
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Figure 4: Bitrate for 548Kbps Clip  0
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Figure 5: Loss Ratio for548 Kbps ClipWSM lowers its transmission rate to 340 Kbps. This experi-ment illustrates 
learly that WSM behavior is 
hara
terizedby two distin
t periods - a bu�ering phase and a playoutphase. This delineation guides subsequent analysis in thisinvestigation.Figure 3 reinfor
es the 
on
ept of two distin
t WSM be-havior periods by showing that the loss rate experien
edby both the TCP and the WSM 
ows during the bu�eringperiod rea
hes anywhere from 20-40%. To ensure that theNIST Net router bu�er was not responsible for su
h a highloss rates, a series of experiments (not shown here due tola
k of spa
e, but available in [8℄) were 
ondu
ted to sys-temati
ally show that queue sizes larger than 60 pa
ketsresulted in the least amount of loss and the most 
onsistentthroughput. In all subsequent experiments, a queue size of80 pa
kets was used.While Figure 2 suggests that the WSM 
ow is TCP-friendly during the playout period, this is not due to a de-liberate de
ision by Intelligent Streaming. The results ofrepeating this experiment with a 540 Kbps 
lip presented inFigures 4 and 5 show that the streaming 
ow 
learly 
on-sumes more than its fair share of the available 
apa
ity. Theideal streaming media server would have made use of theIntelligent Streaming feature to \thin" the stream and sendfewer video frames to lower the bitrate in response to lim-ited network resour
es. Instead, the TCP 
ow is denied itsfair share of the available 
apa
ity. Furthermore, during thebu�ering period there are times when both 
ows experien
eheavy pa
ket loss.
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Figure 6: Bitrate for 1128Kbps Clip  0

 0.2

 0.4

 0.6

 0.8

 1

 0  10  20  30  40  50  60

Lo
ss

 R
at

io

Time (Sec)

WSM
TCP

Figure 7: Loss Ratio for1128 Kbps Clip2



However, if a 
lip with a bitrate even higher than the avail-able 
apa
ity (e.g, 1128 Kbps for our testbed) is streamed,WSM 
hanges its transmission rate to a mu
h lower bitrate,as shown in Figure 6. In fa
t, the 
hosen steady-state play-out rate undershoots the fair-share bitrate. Examination ofthe o�ered load during this experiment reveals that WSMinitially attempts to respond to pa
ket loss during the bu�er-ing phase with a \�re-hose" approa
h that sends more traf-�
. As indi
ated by Figure 7, this yields a bitrate mu
hhigher then the 
ontent en
oded rate and pa
ket loss ratesof over 80%!
3.2 Range of Single Bitrate ClipsTen experiments, ea
h with three repli
ations, with a 60se
ond 
lip was run on the testbed where the 
lip was en-
oded with a di�erent single bitrate for ea
h experiment.The ten experiments where repeated using three distin
t
apa
ities: 250 Kbps (a low-speed broadband 
onne
tion),725 Kbps (a typi
al broadband 
onne
tion), and 1500 Kbps(a high-end broadband or T1 
onne
tion). In these experi-ments, no loss is introdu
ed by the NIST Net router. Fig-ures 8-13 show bitrates and loss rates for these experimentsduring the bu�ering period.
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Figure 8: Bu�ering Bi-trate with 250 Kbps Ca-pa
ity  0
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Figure 9: Bu�ering LossRatio with 250 Kbps Ca-pa
ity
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Figure 10: Bu�ering Bi-trate with 725 Kbps Ca-pa
ity  0
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Figure 11: Bu�ering LossRatio with 725 Kbps Ca-pa
ity
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Figure 12: Bu�ering Bi-trate with 1500 Kbps Ca-pa
ity  0
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Figure 13: Bu�ering LossRatio with 1500 KbpsCapa
ityFigures 8-13 
learly illustrate that WSM has little regardfor network 
onditions during its bu�ering period. Bu�eringrates are proportional to the 
ontent en
oding rate until theen
oding rate ex
eeds the bottlene
k 
apa
ity. Beyond this
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Figure 14: Post-Bu�ering Bitrate with250 Kbps Capa
ity  0
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Figure 15: Post-Bu�ering Loss Ratiowith 250 Kbps Capa
ity
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Figure 16: Post-Bu�ering Bitrate with725 Kbps Capa
ity  0
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Figure 17: Post-Bu�ering Loss Ratiowith 725 Kbps Capa
ity
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Figure 18: Post-Bu�ering Bitrate with1500 Kbps Capa
ity  0
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Figure 19: Post-Bu�ering Loss Ratiowith 1500 Kbps Capa
itypoint, the loss rates are high, rea
hing almost 80% in some
ases, with the WSM loss rate mu
h higher than the TCPloss rate due to WSM's higher sending rate.Figure 11 shows that as the en
oding rate is in
reased, theWSM loss rate in
reases until a noti
eable dip in the mea-sured loss rate at the 548 Kbps en
oding rate. Clearly, thebehavior of WSM during bu�ering 
hanges between the 340Kbps and 548 Kbps en
oding rates. The a
hieved bitratesduring bu�ering for the 340 Kbps 
lip and 548 Kbps 
lipare similar. This is not what we would expe
t, as the trendfor lower bitrates indi
ates that the bu�ering rate in
reaseswith en
oding rate. For the 
lips en
oded at rates below 548Kbps, WSM bu�ers them at two to four times the en
odingrate. However, for the 548 Kbps 
lip, it appears to bu�erat the en
oding rate. Perhaps, WSM has dete
ted that thenetwork 
annot support a higher rate. Examination of thepa
ket tra
es reveals that the server is sending pa
ket-pairestimates right before starting bu�ering, presumably usingte
hniques in [9℄ to determine 
apa
ity limits. We leave fur-ther exploration of this 
apa
ity estimation as future work.Examination of pa
ket level data reveals that WSM traÆ
is bursty in nature. This is eviden
ed visually by looking atthe arriving pa
ket sequen
e numbers versus time. Figure 20shows the pa
ket sequen
e number versus time for the 340Kbps 
lip and 
learly shows the pa
ket bursts. The \spikes"in Figure 20 are out-of-order sequen
e numbers from the re-transmission of pa
kets lost at the NIST Net router be
ause3



of the per-pa
ket drop-tail queue. A possible explanationof this behavior is that at the lower bitrate, WSM simplyshortens the transmission time between pa
kets bursts tobu�er more qui
kly.
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ket Sequen
e Number versus Time for 340Kbps ClipThese results show that during the bu�ering period, WSMis unresponsive to network 
onditions and 
ongestion. How-ever, the behavior of WSM is di�erent during the periodafter bu�ering. The results during the post-bu�ering periodare shown in Figures 14-19 where there is some response ofWSM to limited network resour
es. In parti
ular, in the 
aseof a low-speed broadband 
onne
tion (250 Kbps) shown inFigures 14-15, the bitrate of WSM during the post-bu�eringperiod is linear with the en
oded bitrate up to the bottle-ne
k 
apa
ity. After this point, for higher en
oded bitratesthe loss-rates 
an approa
h almost 40%, but the 
ontent iseventually thinned and uses less than its fair share of the
apa
ity. In Figure 14 the data points for WSM and TCPshow a di�erent relationship than the pre
eeding bitrates.The explanation for this phenomenon is that the thinningof the stream does not take pla
e dire
tly after the bu�eringperiod. Thus, in the 
ase of the highest en
oded bitrate 
lip,the average over the entire post-bu�ering period is 
orre-spondingly higher, sin
e the 
lip en
oding is so mu
h higherthen the other 
lips. It is at this rate that WSM attemptsto stream the 
lip before thinning.Thus, measurement of a simple average over the entirepost-bu�ering period misses some of the behavior of theWSM 
ow, parti
ularly when this thinning o

urs. In someexperiments with a 548 Kbps bitrate 
lip streaming over a250 Kbps link we see that the 
lip streams for almost 40 se
-onds at the 548 Kbps bitrate, indu
ing massive amounts ofpa
ket loss (over 80%), but eventually the stream is thinned,only requiring about 50 Kbps of 
apa
ity, whi
h has signif-i
ant impli
ations for streaming 
lips with long duration.This behavior leads us to two 
on
lusions. First, by lookingat an average of bitrate over time, WSM may be appearto be TCP-friendly, but there are periods where it is un-friendly followed by periods where it is friendly. Se
ond,the bitrate of the WSM 
ow must be examined along withthe 
orresponding loss rate over the same period to seek in-sight into the true behavior of WSM. Thus, as in the 
aseof Figures 14-15, we found that the while the bitrate waslow and visually TCP-friendly there were high amounts ofpa
ket loss, meaning that there were times when WSM wasun-friendly.For a higher bottlene
k 
apa
ity, su
h as 725 Kbps, Fig-ures 16-17 show behavior similar to the lower 
apa
ity 
aseabove. The bitrate during the post-bu�ering period in-
reases linearly as the en
oded bitrate in
reases until thebottlene
k 
apa
ity is ex
eeded, after whi
h the loss ratein
reases and eventually the 
ontent is thinned in response

to the network 
ongestion. When the link 
apa
ity is evenlarger, 1500 Kbps, shown in Figures 18-19, there are not any
lips in the experiments that ex
eed the bottlene
k 
apa
-ity. Thus, the post-bu�ering rate in
reases linearly with the
ontent en
oding rate.
3.3 Multiple Bitrate ClipsThe do
umentation related to Intelligent Streaming [1℄and prior work [2℄ suggests that the responsiveness of stream-ing media may be 
oupled with the number of en
oded bi-trates 
ontained in the 
ontent. The next set of experimentsexamine the e�e
ts of multiple en
oded bitrates 
ontainedin the 
lip.The obje
tive was to thoroughly explore the relationshipbetween the number of bitrates 
ontained in the 
lip andresponsiveness. Two sets of multiple bitrate 
lips were 
re-ated. The �rst set started with a 
lip that 
ontained thehighest bitrate (1128 Kbps). Then the next highest bitrate6was added to 
reate a 
lip with two bitrates (1128 and 764)Kbps. This pro
ess was 
ontinued 10 times to yield 10 
lipssu
h that ea
h su

essive 
lip had the next highest bitrateadded to the 
lip. Thus, the last 
lip 
ontained all 10 bi-trates (1128, 764, 548, 340, 282, 148, 108, 58, 43, and 28)Kbps. Another set of 
lips was 
reated in the opposite man-ner where the �rst 
lip began with the lowest bitrate andea
h subsequent 
lip iteratively added the next lowest bi-trate 
lip available.Experiments were run with three bottlene
k 
apa
ities:250 Kbps, 725 Kbps, and 1500 Kbps. Only the bu�eringperiod results are shown for the set of 
lips with the de
reas-ing lowest en
oded rate, shown in Figures 21-26. In theseexperiments, WSM 
hooses a bitrate that is lower than the
apa
ity if it is available, otherwise it 
hooses the lowest
apa
ity available. This is shown by the de
rease in lossrate as the 
lip 
ontains in
reasingly lower bitrates. Similarresults for the set of 
lips with in
reasing highest en
odedbitrate were observed. See [8℄ for more details.We examined the pa
ket tra
es during these experimentsand found that after the initial RTSP SETUP message wassent, a SET PARAMETER message was sent with the type�eld spe
ifying \high-entropy-pa
ketpair." Then, a few hun-dred millise
onds later, three large (1500 byte), RTP pa
ketswere sent 
losely together from the server to the 
lient. Fi-nally, a few se
onds later the a
tual video and audio streamswere initialized with SETUP messages. We 
on
lude thatWSM is using two pa
ket-pair estimates to determine avail-able network 
apa
ity. We examined all of the pa
ket tra
esand found that these pa
ket-pairs are only sent just prior tostreaming, and not during steady state playout, thus WSMuses RTCP reports during the a
tual session. Examinationof the pa
ket tra
es reveal that these RTCP reports are nor-mally sent infrequently. However, during periods of pa
ketloss the reports are frequent, sometimes more than ten perse
ond. Perhaps this is the me
hanism the WSM 
lient usesto request retransmissions of lost pa
kets.
3.4 Induced LossIn order to explore WSM responsiveness to Internet 
on-gestion that is not self-indu
ed, the NIST Net router wasset to indu
e loss in the testbed. The bottlene
k 
apa
itywas again set at 725 Kbps. The 548 Kbps 
lip was streamed6The bitrates sele
ted for these studies are the defaults avail-able from the WSM en
oding interfa
e.4
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Figure 21: Bu�ering Bi-trate with 250 Kbps Ca-pa
ity  0
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Figure 22: Bu�ering LossRatio with 250 Kbps Ca-pa
ity
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Figure 23: Bu�ering Bi-trate with 725 Kbps Ca-pa
ity  0
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Figure 24: Bu�ering LossRatio with 725 Kbps Ca-pa
ity
 0

 200

 400

 600

 800

 1000

 1200

 1400

 0  200  400  600  800  1000 1200

B
itr

at
e 

(K
bp

s)

Lowest Bitrate Contained In Clip (Kbps)

WSM
TCP

Figure 25: Bu�ering Bi-trate with 1500 Kbps Ca-pa
ity  0
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Figure 26: Bu�ering LossRatio with 1500 KbpsCapa
itybe
ause it is the highest single-en
oded bitrate WSM willuse in the presen
es of a 725 Kbps 
apa
ity without thin-ning the stream. The loss rate was 
onstant for ea
h ex-perimental run and ranged from 0% to 20%. Figures 27-30depi
t the results. The higher the loss rate, the more theTCP 
ow de
reases its bitrate, while the WSM 
ow uses theadditional available 
apa
ity during bu�ering and in
reasesits sending rate to 
ompensate for the high loss rate. Thepa
ket loss rates during bu�ering are high be
ause they arethe 
umulative e�e
t of WSM's self-in
i
ted pa
ket loss inaddition to the NIST Net imposed pa
ket loss. During post-bu�ering, loss rates between 3% and 5% 
ause WSM to thinthe stream in response to the higher loss rate. After 5%,additional pa
ket losses do not e�e
t the behavior of WSM.The next experiment involved streaming a multiple bi-trate 
lip 
ontaining the following bitrates: 548, 340, 282,148, 106, 58, 43, and 28 Kbps. With these lower bitratespresent, instead of thinning, WSM might 
hoose one of theselower bitrates when the loss rate in
reases. Again, the lossrates range from 0% to 20% in Figures 31-34. The bitrateduring the bu�ering stage is the same as in the prior ex-periment. However, during the post-bu�ering period WSM
hooses a lower bitrate for loss rates greater then 5% insteadof thinning the 540 Kbps rate. At 3% loss, WSM sometimeskeeps streaming the higher bitrate, but other times 
hoosesto send the lower rate.For the �nal set of indu
ed loss experiments the goal
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Figure 27: Bu�ering Bi-trate for SBR Clip withIndu
ed Loss  0
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Figure 28: Bu�ering LossRatio for SBR Clip withIndu
ed Loss
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Figure 29: Post-Bu�ering Bitrate forSBR Clip with Indu
edLoss  0
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Figure 30: Post-Bu�ering Loss Ratiofor SBR Clip withIndu
ed Losswas to examine the behavior of WSM when the loss ratesuddenly 
hanges during the post-bu�ering playout period.These experiments were similar to the previous streamingof 548 Kbps 
lip experiments ex
ept that instead of set-ting the loss rate at the beginning of the experiment, theNIST Net router was set to wait 15 se
onds after the startof streaming before indu
ing loss. Figures 35-36 show thatboth during and after bu�ering, WSM does not rea
t to thesudden in
rease in loss rate. Moreover, if loss is indu
edduring bu�ering and for a short time into the playba
k ofthe 
lip and then stopped, Figures 37-38 show that WSMalso does not respond.Further experiments varying the indu
ed laten
y over a
onsiderable range were also 
ondu
ted, but are omittedhere due to la
k of spa
e. We refer the interested readerto [8℄ for these results. In general, WSM does not rea
tto in
reased amounts of laten
y, ex
ept to a
hieve a higherbitrate when the TCP 
ow, having the same high laten
y,makes some 
apa
ity available.
4. CONCLUSIONSDue to a prominent bu�ering period, WSM 
annot bemodeled as a simple CBR 
ow, as is 
ommon in many net-work simulations that in
lude streaming media. In fa
t,looking at a simple average bitrate over time over the lengthof the entire 
lip may not reveal the true nature of WSMand may miss the bu�ering period where WSM 
an indu
eloss the network. An a

urate bitrate distribution for WSMmust in
lude a bu�ering stage, whereby the sending datarate is 3-4 times the steady-state playout rate and a post-bu�ering stage whereby the a
tual bitrate is dependent onthe en
oding bitrate of the 
ontent and the network 
ondi-tions. Moreover, an a

urate model of WSM must in
ludethe bursty nature of pa
ket transmission, espe
ially duringbu�ering for some en
oded bitrates. The bu�ering behav-ior also leads us to 
on
lude that there are periods whenWSM 
an be TCP-unfriendly, while at some post-bu�ering5
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Figure 31: Bu�ering Bi-trate for MBR Clip withIndu
ed Loss  0
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Figure 32: Bu�ering LossRatio for MBR Clip withIndu
ed Loss
 0

 100

 200

 300

 400

 500

 600

 700

 0  0.05  0.1  0.15  0.2

B
itr

at
e 

(K
bp

s)

Induced Loss Ratio

WSM
TCP

Figure 33: Post-Bu�ering Bitrate forMBR Clip with Indu
edLoss  0
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Figure 34: Post-Bu�ering Loss Ratiofor MBR Clip withIndu
ed Losstimes WSM is more than TCP-friendly, 
onsuming less thenthe fair-share of 
apa
ity even when the en
oded bitrate ishigher than the 
apa
ity.A main goal of this resear
h was to examine the e�e
tsof the 
ontent en
oding parameters on the responsivenessof WSM in order to understand what streaming server ad-ministrators and 
ontent produ
ers themselves 
an do to in-
uen
e the responsiveness of WSM. When streaming singlebitrate 
lips,7 WSM responds to 
ongestion during bu�eringonly when the en
oding rate is less than the estimated 
a-pa
ity and will otherwise attempt to bu�er at the en
odingrate, thereby 
auses high loss rates. During playout, WSMresponds to available 
apa
ity by thinning and dis
ardingframes if ne
essary. Furthermore, if the en
oded bitrate isless than 
apa
ity, WSM still responds to high loss rates(5%) as long as the loss is present at the start of streaming.However, en
oding rates between 1/2 
apa
ity and 
apa
-ity will result in WSM taking more than a fair share of theavailable 
apa
ity if 
ompeting with TCP 
ows.For multiple bitrate 
lips, WSM responds to 
apa
ity dur-ing bu�ering only when the 
ontent 
ontains a suitable bi-trate to 
hoose. This 
hosen bitrate is the largest that 
a-pa
ity allows, whi
h may mean WSM is unfair to 
ompet-ing TCP 
ows. If there is no en
oded bitrate under 
apa
-ity, WSM bu�ers at the smallest en
oding bitrate available,again indu
ing high amounts of pa
ket loss. During playout,WSM is responsive to available 
apa
ity, either be
ause it
hose the proper en
oding rate, or be
ause it thins if theproper rate is not en
oded in the 
lip. Again, if there was abitrate in
luded in the 
lip that was less than the 
apa
ity,WSM 
hooses that rate, whi
h may be unfair to 
ompet-ing TCP 
ows. Our results show that 
ontent produ
ers
an help WSM be more responsive to 
ongestion by en
od-ing several bitrates into their 
ontent. However, multipleen
oded bitrates are not a pana
ea for making WSM TCP-7Based on [7℄, single bitrate 
lips are by far the most 
om-mon.
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Figure 35: Bu�ering Bi-trate for SBR Clip withIndu
e Loss at 15 Se
-onds  0
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Figure 36: Post-Bu�ering Bitrate forSBR Clip with Indu
eLoss at 15 Se
onds
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Figure 37: Bu�ering Bi-trate for SBR Clip withIndu
ed Loss Stopped at15 Se
onds  0
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Figure 38: Post-Bu�ering Bitrate forSBR Clip with Indu
edLoss Stopped at 15Se
ondsfriendly and ensuring fairness. But during the bu�ering pe-riod in parti
ular, multiple bitrates do help WSM behave ina more network-friendly fashion.
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