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ABSTRACTWith growth in intera
tive network games 
omes in
reasedimportan
e in a better understanding of the e�e
ts of la-ten
y on game performan
e. While previous work has mea-sured the e�e
ts of laten
y on �rst-person shooters and real-time strategy games, there has been no systemati
 investiga-tion of the e�e
ts of laten
y on sports games. In this work,we study the e�e
ts of laten
y on online Madden NFL foot-ball, one of the most popular online sports games, through aseries of 
arefully designed experiments in whi
h we system-ati
ally 
ontrol laten
y between players. Our experimentsillustrate the me
hanisms Madden NFL uses to 
ompensatefor laten
y. Our user studies show there is little impa
t fromlaten
y on user performan
e in Madden NFL over typi
allow Internet laten
ies. However, for laten
ies higher than500 ms, there is a signi�
ant impa
t on user performan
e,degrading performan
e by almost 30%. Our network mea-surements show periodi
 data rates during game-play withsigni�
ant 
ommand aggregation at higher laten
ies.Categories and Subje
t Des
riptors: C.2.m [Computer-Communi
ation Networks℄: Mis
ellaneousGeneral Terms: Performan
e, Design, Human Fa
tors.Keywords: Network Games, Laten
y Compensation.
1. INTRODUCTIONIn 2002, over 221 million 
omputer and video games weresold, or almost two games for every household in Ameri
a.1Computer games was the only entertainment industry to
ontinue to grow in 2003 [5℄ and as of the end of 2003, grossrevenue from 
omputer game sales surpassed revenues frommovie ti
ket sales, video rentals and 
on
ert ti
kets [4℄. Theonline 
omponent of video games has also grown 
onsider-ably with some games being released with only online multi-player play. Multi-player network 
omputer games 
an makeup around half of the top 25 types of non-traditional traÆ
1Top Ten Industry Fa
ts, IDSA, http://www.idsa.
om/-pressroom.html
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
NOSSDAV’04, June 16–18, 2004, Kinsale, County Cork, Ireland.
Copyright 2004 ACM 1-58113-801-6/04/0006 ...$5.00.

for some Internet links [8℄ and are predi
ted to make up over25% of Lo
al Area Network (LAN) traÆ
 by the year 2010.Knowledge of how network related issues, su
h as laten
yand pa
ket loss, a�e
t the usability of games 
an be ofgreat use to the 
ompanies that make these games, net-work software and equipment manufa
turers, Internet Ser-vi
e Providers (ISPs), and the resear
h 
ommunity at large.Moreover, experimental study of network games 
an providethe data required for a

urate simulations, a typi
al tool forevaluating network resear
h, as well as insight for networkar
hite
tures and designs that more e�e
tively a

ommo-date network game traÆ
 turbulen
e.While there has been resear
h qualitatively 
hara
terizingthe e�e
ts of laten
y for 
ar ra
ing [11℄, 
ustom games [12℄,�rst-person shooter (FPS) games [1, 6℄ and real-time strat-egy games [13℄ as well as a general awareness of laten
yissues [2, 3, 9℄, quantitative studies of the e�e
ts of laten
yon sports games have been la
king. Moreover, it is unlikelythat these other games have the same network requirementsas do sports games. For example, in many FPS games, ex-a
t positioning and timing is required, be
ause a target muststill be at the lo
ation where a player aimed in order for ashot to hit. In sports games, the positioning and timing ismore forgiving be
ause, for instan
e, a player 
annot ki
k aso

er ball or throw a football as fast as a bullet.In this work, we study a sports game in order to beginto �ll in the gap in knowledge of the impa
t of laten
y onthe sports genre. Furthermore, we study game 
onsoles,as opposed to games on a PC, sin
e sports games are farmore popular on 
onsoles than they are on PCs [15℄. Thispopularity di�eren
e may be 
aused by the di�erent typesof physi
al user intera
tion on 
onsoles (whi
h is predomi-nantly with hand 
ontrollers) and 
omputers (whi
h is pre-dominantly with mi
e and keyboards). For our 
hoi
e ofsports game, we examine the popular online sports game,EA Sports' Madden NFL r
 football.2 In 2001, EA reportedthat 200,000 new users registered to play Madden NFL on-line a few weeks after the game was released, and the 2004online Madden NFL Website reports thousands of users on-line on a typi
al weeknight and 7000 games played per hour.This paper makes three main 
ontributions to the study ofonline sports games. First, Se
tion 3 uses three 
arefully de-signed experiments to provide eviden
e for the laten
y 
om-pensation te
hnique used by online Madden NFL football.These experiments 
an be reprodu
ed by other resear
hersfor other online games to determine how they might 
om-pensate for laten
y. Se
ond, Se
tion 4 presents 
arefully2http://www.easports.
om/games/madden2004/home.jsp



Figure 1: Experimental Testbed.designed users studies that identify how laten
y a�e
ts run-ning and passing, two fundamental intera
tion 
omponentsin football. And third, Se
tion 5 analyzes network level datafor online Madden NFL football, showing how laten
y a�e
tspa
ket sizes and data rates.
2. NETWORK GAME TESTBEDWe 
onstru
ted a testbed that allows systemati
 
ontrolof laten
y for a two-player 
onsole game. The testbed, de-pi
ted in Figure 1, 
ontains two Sony PlayStation r
 2 
on-soles (labeled alpha and beta), ea
h running the 2004 editionof Madden NFL football. Both 
onsoles are lo
ated on thesame Ethernet segment, with 
onsole Beta behind a proxy-ARP router. The proxy-ARP router runs the NIST Netnetwork emulator, a Linux kernel module that allows allowsus to indu
e laten
y on pa
kets to and from 
onsole Beta.The online Madden NFL server is not used during the a
tualgame play itself, but rather simply serves to fa
ilitate people�nding ea
h other before games start. Periodi
ally duringgame play, ea
h 
onsole does send a few pa
kets of data tothe online Madden NFL server, but this is merely to updatethe online status for other users who may be interested in�nding parti
ular people.During an online game, traÆ
 is sent from ea
h 
onsolethrough the swit
h to the IP masquerading router's externalIP address. When the traÆ
 rea
hes the router, it modi�esthe addresses as appropriate and re-routes the traÆ
 ba
kthrough itself to the appropriate 
onsole. Ping pa
kets sentfrom the router to the 
onsole show the router and swit
hadd less than 5 ms or round-trip laten
y.Finally, we 
onne
t ea
h 
onsole into separate inputs ona single television, allowing us to do pi
ture-in-pi
ture tosimultaneously see what ea
h 
onsole is displaying.
3. LATENCY COMPENSATIONOnline game systems 
an attempt to 
ompensate for theimpa
t of Internet laten
ies with various laten
y 
ompensa-tion te
hniques [14℄. Understanding the laten
y 
ompensa-tion te
hnique of an online game is a ne
essary �rst step inunderstanding the impa
t of laten
y on that game. We de-termine the laten
y 
ompensation te
hniques used by onlineMadden NFL football through three simple experiments.In the �rst experiment, referring to the names for thePlayStation 2 
onsoles denoted in Figure 1, Beta \
hal-lenges" Alpha through the online Madden NFL interfa
e.We then indu
e a large delay of 1500 ms from Beta to Al-

Figure 2: Beta's display with Alpha's inset.

Figure 3: Alpha's display enlarged.pha. Alpha starts on o�ense and puts an o�ensive playerin motion to have the player move before the play starts.The result is that Beta sees the in-motion player movement�rst, and subsequently, the player is one or two steps aheadon Beta's display than it is on Alpha's. In other words,Alpha's display lags that of Beta's. Figure 2 shows the re-sults of this experiment. Beta's display is the larger pi
ture,while Alpha's display is inset in the pi
ture-in-pi
ture. Fig-ure 3 shows Alpha's display enlarged, whi
h is somewhatblurry be
ause we are zooming in on the typi
ally 
oarsetelevision resolution of a pi
ture-in-pi
ture. We have drawna box around the man in motion on ea
h display to indi-
ate the player of interest. Noti
e how the boxed playerin Figure 3 is further to the left than the boxed player inFigure 2. Similarly, if Beta moves a defensive player, Betasees it immediately, while Alpha's display is lagged. We seesimilar phenomena for other aspe
ts of game play, in
lud-ing when Beta is on o�ense, or for the fair-
at
h indi
atorduring ki
ks.That Alpha waits to render the player movement suggeststhat online Madden NFL football may be using a \dumb-



Figure 4: Dumb-Clientmodel. Figure 5: Client-sidepredi
tion model.
lient" 
lient-server model [2℄ used in early network gamesand depi
ted in Figure 4. Note, the 
lient-server terminologymay be 
onfusing, sin
e examination of the network traÆ
of Madden NFL football shows a peer-to-peer ar
hite
ture.For ease of dis
ussion, we 
onsider the 
lient to be where theuser input is taking pla
e (Alpha, in the �rst experiment).In the dumb-
lient model, the 
lient sends a message to theserver when user input is re
eived. The server pro
esses(and validates) the input and sends the results ba
k to thewaiting 
lient to render on the lo
al display. Thus, move-ment is lagged by the round-trip laten
y between 
lient andserver. However, our se
ond experiment reveals that thedumb-
lient model is not used by online Madden NFL foot-ball.In our se
ond experiment, we run the exa
t same experi-ment with Beta 
hallenging Alpha ex
ept that we reverse theindu
ed laten
y to be 1500 ms from Alpha to Beta. Here,when Alpha is on o�ense and puts a man in motion, Al-pha sees the movement early, while Beta's display is lagged.When Beta moves a defender, Beta's display is again lagged.Thus, Alpha and Beta's displays in Figures 2 and 3 are re-versed when the laten
y is reversed.This se
ond experiment suggests that online Madden NFLfootball is using \
lient-side predi
tion". In 
lient-side pre-di
tion the lo
al game 
lient instantly responds to user in-put and renders player movements, then sends a messageto the other game parti
ipants notifying them of the userinput [2℄. A diagram of 
lient-side predi
tion is shown inFigure 5. When the remote software re
eives the messageit renders the player movement on the lo
al display and theuser wat
hing this display 
an then respond appropriately.Thus, remote player a
tions are lagged slightly on the lo
alhost. However, with 
lient-side predi
tion, in the �rst ex-periment, the player on Alpha's display would have startedmovement �rst, then a short time (the fundamental laten
yon the testbed) after the player on Beta's display wouldhave started movement. Instead, the movement of Alpha'splayer was lagged, while Beta's player moved �rst. Thus,while 
lient-side predi
tion explains the results of this se
-ond experiment, it does not explain the results in the �rstexperiment.In our third experiment, Beta 
hallenges Alpha and weset 750 ms of laten
y in both dire
tions between Alpha andBeta. For all 
ases in this third experiment, player move-ments are visually syn
hronized on both Alpha's and Beta'sdisplays.The results of this third experiment, 
ombined with theresults of the �rst two experiments, suggest an alternate la-ten
y 
ompensation te
hnique used in online Madden NFLfootball, depi
ted in Figure 6. Upon user input, the lo
al

Figure 6: Inferred laten
y 
ompensation te
hniqueused by online Madden NFL football.

Figure 7: First experi-ment. Figure 8: Se
ond ex-periment.
lient 
onsole sends a message to the remote 
onsole notify-ing it of the input. After sending this noti�
ation the lo
al
onsole waits for 1/2 of the estimated round-trip time beforerendering the player movement, assuming that at approxi-mately 1/2 the round-trip time the user input noti�
ationmessage will rea
h the remote 
onsole. Immediately uponre
eiving the user input message, the remote 
onsole ren-ders the player movement. With symmetri
al laten
ies onthe link, su
h as in experiment three, both the lo
al and re-mote displays are approximately syn
hronized, even at veryhigh laten
ies.This laten
y 
ompensation te
hnique also explains the re-sults seen in experiments one and two, as shown in Figures 7and 8. In the �rst experiment, Alpha pro
esses the userinput and waits for 1/2 of the estimated round-trip time(approximately 750 ms) before rendering the player move-ment. However the user noti�
ation rea
hes Beta in justa few millise
onds whi
h results in Alpha's display beinglagged behind Beta's. The 
onverse is eviden
ed in the se
-ond experiment, where Alpha waits 1/2 of the estimatedround-trip time before rendering the player movement, butthe noti�
ation message rea
hes Beta after 1500 ms, 
aus-ing Beta's display to be lagged behind Alpha's. This laten
y
ompensation te
hnique may be e�e
tive for symmetri
 la-ten
ies, but, based on the in
onsistent states on ea
h displayfor experiments one and two, fails when link laten
ies areasymmetri
al.
4. IMPACT OF LATENCY ON USER PER-

FORMANCEThrough pilot studies and hours of play-testing, we 
hooseto fo
us on the e�e
t of laten
y on the two fundamentalo�ense 
omponents: running and passing. Next, we deter-



Figure 9: O�ense and Defense plays illustrated.mine ways to quantitatively measure user performan
e inregards to these intera
tions. Sin
e statisti
s are an integralpart of sports, Madden NFL football re
ords a variety ofappli
ation performan
e statisti
s. We sele
t yards per at-tempt as a fundamental measure of running performan
e and
ompletion per
entage as a fundamental measure of passingperforman
e.We would like to fo
us on running and passing indepen-dently in order to isolate the e�e
ts of laten
y on ea
h. Un-fortunately, unlike in other studies that used 
ustom mapsto isolate user intera
tions [13℄, Madden NFL football has no\maps" and the game in
orporates many non-deterministi

omponents from play to play: re
eivers run slightly dif-ferent routes, defensive lineman rush the quarterba
k di�er-ently, o�ensive linemen blo
k di�erently, players get fatiguedfor the next play, et
. For example, during a run up the mid-dle of the �eld, the o�ensive linemen may 
lear a hole in thedefense for the running ba
k on one play while getting 
at-tened by the defense on the next play, even with the exa
tsame play sele
tion, making it diÆ
ult to attribute degra-dation in run performan
e solely to laten
y. These gameplay 
omponents, while realisti
, also make it diÆ
ult toreprodu
e intera
tion s
enarios repeatedly.To best isolate the performan
e of the user during runningwe for
e the defense to pi
k a play to one side of the �eld,both in the formation (where the players are at the startof the play) and in 
overage (where players move when theball is snapped). Then, we have the o�ense run the ball tothe opposite side of the �eld. The plays are illustrated inFigure 9, with most defenders on the right side of the �eldand the running play going to the left, indi
ated by the twoarrows for the blo
king and running ba
k. The user3 simplytries to gain as mu
h yardage as possible.Our experiments to evaluate the impa
t of delay on userperforman
e for running 
onsisted of playing 3 full gamesat 8 di�erent laten
ies for a total of 24 data points. Theuser was subje
ted to indu
ed laten
ies ranging from 0 to2000 ms total round-trip. Sin
e this range is even broader3The users for all our tests were experien
ed Madden NFLplayers.
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Induced Latency (round-trip time in milliseconds)Figure 10: User Run Performan
e versus Laten
y.than typi
ally found on the Internet [7℄ we 
on
entrate ourexperiments in the range 0 to 500 ms. We shu�e indu
edlaten
ies from experiment to experiment in attempt to avoidany re
en
y a�e
ts.Figure 10 depi
ts the experimental results, plotting theaverage of the average yards per attempt for ea
h game ver-sus the indu
ed laten
y, with the standard deviation of ea
haverage shown with error bars. Over the full range of la-ten
ies studied, there is a de
rease in performan
e of about30% 
ompared to performan
e with no indu
ed laten
y. The
orrelation 
oeÆ
ient for average yards per attempt versuslaten
y is a pretty strong -0.86, but the relationship maynot be linear based on the visual 
urvature. Over the rangeof laten
ies typi
ally found on the Internet (below 500 ms)there is not mu
h e�e
t on user performan
e.While 
arrying out this experiments, we were also able tomake some observations about the qualitative e�e
t of thelaten
y on user performan
e. First, round-trip laten
y and
hanges in round-trip laten
y at or below 500 ms are notnoti
eable to the user. Only after about 750 ms or moreof laten
y is round-trip laten
y noti
eable in that the gamefeels \laggy." This 
ould explain the relatively 
at part ofthe left side of the 
urve in Figure 10. Ane
dotally, if weadd 500+ ms of indu
ed laten
y during the middle of a playthe lagginess is almost immediately per
eptible suggestingthat the game qui
kly adapts to 
hanges in laten
y. Se
-ond, while playing a game at higher laten
ies (750+ ms) themovements of the player are lagged momentarily behind userinput, making it hard to a

urately time running moves su
has spins, jukes, and sti�-arms to avoid the defenders. Third,at high round-trip laten
ies, o

asionally a user makes \mis-takes" that are unintentional, su
h as running out of boundsor running dire
tly into a defender be
ause the a
tions of theplayer are not as fast as the user rea
tions. We used the in-stant replay feature of Madden NFL football to take a fewpi
tures to illustrate this third phenomenon.In Figure 11, the running ba
k is running towards the leftside of the �eld to avoid the defender. In Figure 12, the usersees that there is an open lane along the sideline and pushesthe 
ontroller up to run between the defender and the side-line. However, be
ause of the laten
y, the pro
essing of thisinput is delayed so that the 
ommand is a
tually pro
essedafter the runner goes out of bounds, as in Figure 13. Be-
ause of the laten
y, the user failed to gain as many yardson this attempt as s/he would have if there was no laten
y.



Figure 11: User ispressing left. Playermoves left. Figure 12: User ispressing up. Player
ontinues left be
auseof laten
y.
Figure 13: Running ba
k goes out of bounds! User
urses.We next investigate the e�e
t of laten
y on user perfor-man
e during passing. Our pilot studies with a variety ofpassing plays suggest laten
y may have an even larger im-pa
t than on running sin
e timing is 
riti
al for e�e
tivepassing. A re
eiver might only be away from a defender(\open") for a short window of time, perhaps right after ex-e
uting a parti
ular pass route, making pre
ise timing 
rit-i
al. A good example of this is the \qui
k slant" passingroute, where the re
eiver qui
kly runs at a slight angle tothe line of s
rimmage. The goal of the qui
k slant routeis to 
at
h the defense patrolling 
ertain areas of the �eld(a \zone" defense) so the quarterba
k 
an pass the ball tothe re
eiver on the boundary between two defender areas.Proper timing is essential if the re
eiver is to 
at
h the ballon this boundary.Figure 14 depi
ts the start of play, where, as the re
eiverbegins his route, the user presses the pass button in orderto time the pass to rea
h the re
eiver at the boundary be-tween defenders. Figure 15 shows where the re
eiver shouldbe 
at
hing the ball at the boundary sin
e he is open. How-ever, due to the laten
y, the pro
essing of the quarterba
kthrowing the ball a
tually begins here. By the time theball rea
hes the re
eiver, the re
eiver has fully 
rossed theboundary and the defender 
at
hes the ball instead (an \in-ter
eption"), as shown in Figure 16.We have additional experiments that attempt to pre
iselyquantify the timing aspe
ts 
riti
al to passing, but 
annotpresent the results here due to spa
e 
onstraints. We referthe interested reader to [10℄.
5. NETWORK-LEVEL MEASUREMENTSAmong other things, a better understanding of networkgame traÆ
 
an help design networks and ar
hite
tures thatmore e�e
tively a

ommodate network game traÆ
 patterns.Furthermore, 
areful empiri
al measurements of network gametraÆ
 
an provide data required for a

urate simulations, a

Figure 14: User ispressing throw. Throwis not pro
essed yet be-
ause of laten
y. Figure 15: Throwstarts pro
essing herebe
ause of the laten
y.
Figure 16: Defender inter
epts throw! User 
urses.typi
al tool for evaluating network resear
h. To better un-derstand network traÆ
 for online Madden NFL football,we run 
ontrolled experiments with and without symmetri-
ally indu
ing a round-trip laten
y of 1000 ms, 
apturing allpa
kets on the Ethernet segment after the NIST Net router,on the side 
losest to Beta in Figure 1. We 
hoose su
ha large laten
y to make any e�e
ts on the network traÆ
more evident. For both laten
y 
ases, the o�ense �rst exe-
utes two running plays, then two passing plays, and �nallyki
ks the ball to the defense.Figure 17 and Figure 18 show the bitrate versus time forthe �ve plays with no indu
ed laten
y and with 1000 msindu
ed laten
y, respe
tively. The traÆ
 to and from Al-pha and Beta is roughly symmetri
, as expe
ted given thepeer-to-peer ar
hite
ture in use. We 
an 
learly see �ve lowbitrate periods that 
orrespond to play sele
tion betweenplay a
tion. The overall average bitrate is low, less than20 Kbps, whi
h further emphasizes that low laten
y is moreimportant than high 
apa
ity for online games. The aver-age bitrate is similar for both the 0 ms and the 1000 ms
ases, but the 
y
li
 nature of play a
tion and play sele
tionis more pronoun
ed in the 1000 ms 
ase, perhaps 
aused by
ommand aggregation.Figure 19 shows a 
umulative density fun
tion (CDF) ofthe pa
ket burst length, whi
h we de�ne as the number ofpa
kets that arrive within 15 ms of ea
h other. The steepline at 1 indi
ates that online Madden NFL does not sendtraÆ
 in bursts. This is emphasized in Figure 20, whi
hshows that the line for pa
ket sequen
e number versus time(for a small portion of the traÆ
 from Beta to Alpha) isapproximately linear. Although Figures 19 and 20 are for 0ms indu
ed laten
y, the results are nearly the same for 1000ms indu
ed laten
y.
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Figure 18: Bitrate ver-sus Time with 1000 msindu
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y.
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ket Se-quen
e Number versusArrival Time with noindu
ed laten
y.Figure 21 shows CDFs of inter-arrival times of pa
ketssent from Beta to Alpha for both 0 and 1000 ms indu
edlaten
y. The CDF distribution shifts for the higher laten
yand the inter-arrival times vary more widely for the higherlaten
y. Figure 22 shows a 
orresponding CDF of pa
ketsizes aggregated for pa
kets sent in both dire
tions. TheCDF pa
ket size distribution shifts substantially for the higherlaten
y. This is not an artifa
t of the NIST Net router sin
eit imposes delay symmetri
ally. With no indu
ed laten
y, allof the pa
kets are less then 90 bytes and have a median ofabout 77 bytes. However, for the 1000 ms round-trip time,90% of the pa
kets are larger than 90 bytes and have a me-dian of about 112 bytes. This suggests online Madden NFLdoes some 
ommand aggregation in the presen
e of higherlaten
y, whi
h results in larger pa
ket sizes and longer gapsbetween pa
ket arrivals.
6. CONCLUSIONSOur experiments suggest that online Madden NFL foot-ball uses a predi
tion of the round-trip time to delay userinput in an attempt to 
ompensate for any laten
y e�e
tsa
ross both players. This te
hnique, while e�e
tive for sym-metri
 laten
ies, fails in the presen
e of asymmetri
 laten-
ies. Our experiments with users indi
ate there is little im-
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pa
t from laten
y on user performan
e during running fortypi
al Internet laten
ies, with laten
ies as high as 500 msbeing unnoti
eable. However, with laten
ies higher than500 ms, running performan
e 
an degrade by almost 30%.Overall, we surmise laten
y artifa
ts from asymmetri
 
on-ne
tions are typi
ally dwarfed by the importan
e of properplay sele
tion; 
hoosing the o�ensive formation and play exe-
ution is more important than o

asionally failing to gain allof the available yards on a running play. Based on these pre-liminary measurements, we suggest online football be pla
edin a laten
y QoS 
ategory less stri
t than that for �rst per-son shooter games but perhaps in a 
lass more stri
t thanthat proposed [13℄ for real-time strategy games.Our ongoing work is to determine more e�e
tive ways toevaluate laten
y on passing performan
e. Evaluation of theimpa
t of other network parameters, su
h as pa
ket loss may,also help better understand the Quality of Servi
e require-ments for online football. Finally, we suggest further in-vestigation other types of sports games, su
h as so

er todetermine their sus
eptibility to laten
y.
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