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ABSTRACT

This work provides detailed measurements of the motion eades
complexity for a wide variety of video games. Novel algaomith

to measure motion and scene complexity are presented and the
applied to over twenty-five games from a range of game genres.

Direct comparisons of motion and scene complexity are made t
traditional video, with differences highlighted in ordertielp thin
client systems perform better when streaming video games. P
liminary performance measurements of current thin cligateans
are presented, evaluating the efficacy of streaming videtegan
the context of the motion and scene complexity measurenpeois
vided.

1. INTRODUCTION

The growth in connectivity and capacity of today’s compuiet-
works have enabled new forms of distributed computing whate

velopers to incorporate multi-player, networked featungg their
products. The convergence of these three technologiespriet,
thin clients and computer games, provides a tremendousrappo
nity for sophisticated computing. Namely, a computer gaomédd
on a heavyweight, fat server being streamed as an intezadgtieo
over a network to be played on a lightweight, thin client. G&thin
clients is appealing for games under many circumstanceshéh
rendering a game scene that requires large amounts of dh&pan
cialized hardware that is not readily available at a cli€ot. exam-
ple, the Sony Play Station 3 (PS3) and Play Station Port&s$&}
support Remote Play [15], a thin client solution from the pow
ful PS3 to the less powerful PSP; 2) for augmented realityrashe
a user interacts in the physical world but has game play emuhn
through thin, wearable computers such as head-mountethgksp
connected to servers that control the game; and 3) personal ¢
puters that access a centralized game server where alrplage-
nect, easing maintenance of the game world and state cemsyst

and processing on a remote machine is acted upon on a local mafor multiplayer interactions.

chine. This centralized model of computing allows a perfamoe
focus at a single location, the server, and enables usellityairid
ubiquitous access for the clients. In fact, thin clientgréhthe
local computer is primarily an input and output device arel ris
mote computer does the majority of the processing, have aeen
resurgence in use because today’s networks can supposviating
intensive, client-server interactiohsThin clients were made pop-
ular in the late 1980’s by the use of X-terms, but network con-
nectivity has made them increasingly viable today [14]. @atar
games have seen tremendous growth in recent years, as \till, w

Since computer games continually push the limits of hardwar
in an effort to provide more complex game world simulation an
visual detail, efficient use of the network when streamingdee
game is required in order to realize compelling game playan
ticular, previous research [7, 13, 17] has shown that théeodof
a streaming video makes a difference when deciding on thie bes
way to adapt video to limited capacities. Videos with low fant
and low scene complexities have low bitrate requirementiscin
not need to reduce bitrates as much as do videos with higlomoti
and high scene complexities. Moreover, videos with highiomot

the end of 2006 seeing gross revenue from U.S. computer gameand relatively simple scenes look better if all frames angt ket

sales at $7.4 billioR,on par with domestic box office ticket safés.
Networked games have also seen considerable growth, dpamre
by the growth in residential broadband Internet connestiwith

high capacities and low latencies that have encouraged game

YIn fact, this entire paper was written from a thin client cected

to a server over a WAN.

22006 Sales, Demographics and Usage Data, Entertainment Sof
ware Association, http://www.theesa.com/

3Total U.S. Box Office Grosses, National Organization of Trea
Owners, http://www.natoonline.org/statisticsboxoffiten
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with low quality (also calledquality scaling, while videos with
low motion and complex scenes look better if some framesiare d
carded but those remaining have high quality (also ca#etporal
scaling. Differences in the performance of quality scaling ver-
sus temporal scaling has been show to correlate with videmmo
characteristics [17], and content-aware scaling has bleenrsto
improve the perceived quality of streaming video by as muzh a
fifty percent [13].

While there is a small set of videos traditionally used fortmu
media researcﬁ,precise measurements of their motion and scene
complexity characteristics are not well-known. In factthe best
of our knowledge, there are no established measures of manio
scene complexity that have been solidly correlated withr pse-
ception. Moreover, there is an even greater need for stdnitieos
for game research. First, there needs to be a represergative#
videos to be used as benchmarks for streaming researchn&eco
the motion and scene complexity characteristics of gamedsi®
be studied, both to establish the benchmark and to ascehain

“Videos such as Foreman, Paris, Coastguard, etc.



viability of streaming video games to thin clients.

In an in-depth effort to address some of these shortcomngs,
research presents a suite of game videos, which were stleted
on the perspective of the game player and carefully captoret-
tain representative content. These game videos are prbeisie
benchmark for this, and future, research. Furthermors,ghper
proposes novel measures of motion and scene complexitgahat
relate with user perception. These measures are appliéx teet
lected games, providing the first of its kind analysis of thare
acteristics of games in relationship to the game perspeetid
in comparison with traditional videos. Lastly, prelimigaxper-
iments using a couple of popular thin client technologied iap-
resentative games begin to evaluate the efficacy of thimtsli
supporting streaming video games.

This study seeks to answer the following questions (withief br
answer as revealed later in this paper provided in pareesies

1. Can video encoding characteristics be used in an obgectaa-
sure of motion and scene complexity correlated with usecegger
tion? (Answer: Yes, in the form of the percentage of forwoagdk-
ward or intra-coded macroblocks (PFIM) and in form of therave
age of intra-coded block size (IBS).)

2. Do motion and scene complexity characteristics varyssocom-
puter games? (Answer: Yes, with camera perspective, firtbtira
person, impacting both motion and scene complexity.)

3. Do motion and scene complexity characteristics diffegfomes
and for video? (Answer: Yes, games vary more than typicaasd
in both amount of motion and scene complexity.)

4. |s video game streaming from fat servers to thin clienabld?
(Answer: Yes, but only for games with low motion using a very
low display resolution.)

The rest of this paper is organized as follows: Section Zesla
other work in measuring video characteristics and thim¢sigSec-
tion 3 presents our novel measures of motion and scene crityple
Section 4 details game perspectives as they influence thetefif
system settings; Section 5 describes our methodology ttuieap
and analyze video traces of games; Section 6 analyzes thermot
and scene complexity of the captured game videos; Section-7 p
vides preliminary evaluation of the performance of two ttlient
technologies; and Section 8 summarizes our conclusionsaagd
gests possible future work.

2. RELATED WORK

This work overlaps research from two main areas: measufing o
motion and scene complexity (Section 2.1) and measuringehe
formance of thin clients (Section 2.2). In addition, thesesome
related work specific to games and videos on thin clients-(Sec
tion 2.3).

2.1 Measuring Motion and Scene Complexity

Peker and Dviakaran [12] present a framework for comparing
the performance of motion activity with respect to a “grotndh”
based on subjective ratings. They focus analysis on howetafie
MPEG motion vectors are in representing visual motion, shgw
that average motion vector length is not as effective as oneas
that discard some motion vectors (using the largest remgjiror
that compute the variance of the motion vector magnitudesn(a
MPEG-7).

era motion from, say, panning. Their brief evaluation shtivesr
approach is effective when there are multiple objects ngpuina
video.

Tripathi and Claypool [13] propose a measure of motion based
on the characteristics of the MPEG encoder. Their interd jgo-
vide a quick method of informing a streaming server of theteon
characteristics in order to scale encoded video so as tonnizi
perceived quality. Evaluations of their system with usedis
show content-aware scaling improves perceptual quality.

Neither the Ma nor Tripathi measure of motion is actually-cor
related with user-perception. While the Peker analysiaget on
subjective user scores, a comparison with other metricstipm-
vided. Preliminary comparison of our proposed measure ¢iomo
suggests more effective representation of visual moticen video
as perceived by users than any of the above measures.

Lei and Bhattacharya [8] propose a measure of scene complex-
ity based on geometries, such as intersections betweeascand
objects. Experimental results are given to illustrate tteppsed
method. Minu et al. [1] use scene based motion features ak an e
ement for robotic vision tracking. In particular, their exjments
show the success of the approach to disambiguate featucesin
plex scenes. Our proposed measure of scene complexityigesim
being based on readily available MPEG statistics, evereittim-
parative correlation with user perception is not known &t time.

2.2 Measuring Thin Client Performance

Lai and Nieh [6] use a novel slow-motion benchmarking tech-
nigue to evaluate the performance of several thin clienfqias
over Internet 2. They show general performance is oftenusteq
for high capacity links, even when across the country. Herev
thin clients with more efficient bitrates can still have fatg as
the bottleneck to performance. They provide a summary dafjdes
choices that can aid thin client computing development rfadit
tional applications.

Packard and Gettys [11] passively monitor network traffie be
tween X clients and X servers under network capacity caetlol
conditions. A variety of test applications assess a faserstdnd-
ing and quantification of performance issues. Among othet- fin
ings, latency was found to dominate capacity in limitingfper
mance for some applications and image transfers were found t
dominate the overall network capacity used.

Billinghurst et al. [2] describe communication asymmetifier a
wearable (and thin) display and a desktop computer. An apaem
nying user study is provided to determine the effects orabolla-
tion, showing that the extent to which communication ovehia t
client is difficult largely depends upon the task being utalem.

Kim et al. [5] describe pTHINC, a thin-client solution for RB
that run applications such as Web browsers on more powéiitil,
remote, servers. With pTHINC, server-side scaling of trepldiy
provides improved performance for a variety of heterogsratient
displays. The results show pTHINC provides superior Welwbro
ing performance for a PDA.

The above studies provide detailed insights into thin ¢ljar-
formance, but predominantly pertain to traditional apgtiiens with
no study specifically focusing on thin clients and games.

2.3 Games and Video on Thin Clients

Ocheltree et al. [10] propose a VESA standard for remote dis-
plays. They note short-comings with current thin clientrapghes

Ma and Zhang [9] propose a shot-based measure of motionynameor meeting the demands of video, as well as requiring custsito

the perceived motion energy spectrum (PMES) obtained bgna te
poral energy filter and a global motion filter. Their focus is &
measure that separates out object motion in the scene from ca

lock into a single operating system for client and servee ifttent
of the proposed standard is to enable clients to connectéodge-
nous servers and obtain performance comparable to thaidpobv



by access to a local PC.

Winter et al. [16] propose a thin client system designed i§pec
ically for streaming and interactive games. Their systempashs
screen images after rendering by the graphics card, thugiregd
bandwidth and increasing visual quality for streaming vidames.

Lamberti and Sanna [7] present a framework for streamingovid
from a cluster of heavyweight PCs to thin clients, such asilmob
phones. In their architecture, mobile clients remotelytcmna Intra-coded Macroblocks (PFIM) in all frames. The intuitibe-
server cluster to encode frames generated by the graphitanta hind PFIM is that a video with visual changes from frame torfea
MPEG video and then streamed. Their evaluation shows comple will have these changes encoded (either by neighboringbloc
3D data sets can be displayed at up to 30 frames per second orindependently of other blocks), while video without visaahnges
heterogeneous thin client devices, such as PDAs and tabket P can skip much of the encoding. Figure 3.1 shows the compaato

Our work complements these approaches by providing insight PFIM score and user score. Visually the correlation is Sicamt,
on the characteristics of streaming video games, enablatigrb with the measured correlation being a strong 0.95.
scaling decisions for the streamed images after rendextgell as
evaluating two thin client technologies with several repraative 1

macroblocks implies that a greater portion of the framenslar to
frames that are already existing in the stream (i.e. lesgomoand
a low number of interpolated macroblocks implies that treea
greater number of changes between frames (i.e. more mofibe)
correlation with motion perceived by the users is a modey&a.

We propose a new measure of motion, the percentage of en-
coded macroblocks, i.e. the percentage of Forward/backwar

games. ' ' I I m -_
T o075t Correlation = 0.95 |
3. MEASURING MOTION AND SCENE g
COMPLEXITY s 051 7
A users study was conducted to subjectively measure ther@mou = 025 | ] i
of motion and scene complexity for a range of videos, spexiic ' u HE
the 9 video clips described in Section 5.3. The intent wate ¢ —— . .
relate these subjective measures with objective measagkly 0 0.2 0.4 0.6 0.8 1

available in the encoded video. Average User Score

The videos were encoded using the Berkeley MPEG entoder
However, the results should hold for other MPEG encodersesin
the choice of encoder has little impact on compressionivelab
the impact on compression due to choice of quantizatiorl kv .
GOP pattern. The quantization values for I, P and B framegwer 3.2 Scene Complexity

setto 3 to yield a high picture quality in every frame. A cormiye For each video, each user visually divided the frame into 16
used MPEG GOP pattern, IBBPBBPBBPBBPBB and a typical equal blocks and determined the scene complexity of eaatk blo
full motion frame rate of 30 f/s were used. The encoded MPEG quring the video. For each block, the user rated the contgléxi
files are analyzed with the Berkelespeg_st at tool, obtaining that block along a 5-point scale: 0,9, 3, 2 to 1, where 0 meant a
the block types (skip, intra, zero motion or motion) and wti  yniformly-colored block and 1 meant extremely complicalaking
vectors. block. As a simple example, if half of a block is of a singlearol
31 Motion and the other is varied, that blocks scene complexity woaldibed
: _ _ o ) as%. The scores of the 16 blocks are averaged to get the scene com-
For each video, each user visually divided the frame into 16 plexity score of the video clip.
equal blocks and counted the motion characteristic of etmtkb We propose a new measure of scene complexity, the average of
during the video. For each block, the user rated the amoumipef Intra-coded Block Size (IBS). If the scene is simple, ther@dt
tion in that block along a 5-point scale: 8, 3, § to 1, where 0 much information to be encoded, so the intra-coded bloakwit
meant no motion and 1 meant lots of motion. As a simple exam- pe small. If the scene is complicated, the intra-coded bkizk
ple, if half of a block changed during half of the playout jekithe will be large to contain all the information. Figure 3.1 steothe
blocks motion would have been rated;asThe scores of 16 blocks  comparison of IBS score and user score. Visually the cdioslds
are averaged to get the motion score for the video for the Tiber modest, with a moderate measured correlation of 0.68. Heryev
scores are averaged across users to get the overall moticnfec in the absence of a better metric, analysis of scene contylfexi

the video. video games proceeds using IBS.
Peker et al.'s [12] analysis of MPEG motion vectors suggthets

variance of the motion vector magnitudes, similar to thavjated

Figure 1: Percentage (fraction) of Forward/backward or Intra-
coded Macroblocks (PFIM)

in MPEG-7, is promising as a representative measure of Misaa . 140 b ' ' ' ' m -
tion. However, in our analysis the linear correlation witbtan as £ Correlation = 0.68
perceived by the users is weak, only 0.51. Ma et al. [9] prejibe 2 10 1
perceived motion energy spectrum (PMES) as a measure admoti gg 100 k i
obtained by a temporal energy filter and a global motion filter 2“’ u
this method, a temporal energy filter is designed to disceghject S 80 - m H 7
motion in a scene, and a global motion filter is designed telghi A 60 - M ] u 4
object motions from camera motions. With PMES, the corietat L = L L L

0.5 0.6 0.7 0.8 0.9 1

with motion perceived by the users is only moderate, 0.7(pathi
et al. [13] use the percentage of interpolated macrobloakhe
B frames as a measure of motion. A high number of interpolated

Average User Score

Figure 2: Average Intracoded Block Size (IBS)

Shttp://bmrc.berkeley.edu/frame/research/mpeg/



4. GAME PERSPECTIVES

There is evidence to suggest the system effects on playabili
are impacted by thgame perspectiveGame perspective is: (1)
the placement of the camera with respect to the avatar inahneg
world, and (2) the visual change in object sizes relativéhopo-
sition of the camera. Based on this definition, practicallyam-
puter games can be classified as one of the following types:

First person Linear Perspective. In the first-person linear per-
spective, the camera location is synonymous with the dsapes
and the game world objects appear smaller and closer tagéine
farther they are from the camera location, giving the ithmsof a
3-dimensional world in a 2-dimensional space. Examplesofes
with afirst person linear perspective includeom Half-Life, Need
for SpeedandFlight Simulator For the rest of this paper, the first
person linear perspective is referred to as the first persosppc-
tive.

Third person Linear Perspective. In the third person linear per-
spective, the camera is placed at some point around therzamth
the size and clustering of game objects varies with distérora
the camera providing a 3-dimensional feel to the game. Elesnp
of games with a third-person linear perspective incliidarld of
Warcraft Madden NFL. andTomb Raider

Third person Isometric Perspective.In the third person isometric
perspective, the camera is placed at some point around #tarav
but the size and clustering of game objects duatvary with dis-
tance from the camera, thus projecting a 2-dimensionaldiarla
2-dimensional space. Examples of games with a third pesmn i
metric perspective includBiablo, Super Mario Worlg and Pac-
man

In addition, many games provide a player an overall view ef th
world, not just from the perspective of a single avatar. Saelew-
point is in the third person, but has elements of both the &dm
and linear perspective depending upon the panning and ngomi
actions of the player. Thus, we define a fourth perspectpe:ty

Omnipresent Perspective In the omnipresent perspective, players
view and simultaneously influence the entire set of res@uoeler
their control. The size and clustering does not vary unléesgeps
zoom in on a region of interest.

5. METHODOLOGY

The following methodology was used to analyze the character
istics of game videos and provide preliminary performang-e
uation for thin clients: 1. Select games (Section 5.1); 2cdra
traces (Section 5.2); 3. Select videos (Section 5.3); 4lyxealata
(Section 6); and 5. Evaluate thin clients (Section 7).

5.1 Select Games

Based on the perspectives presented in Section 4, 29 games we
selected from a variety perspectives, developers, andragiomes.
The games and perspectives are shown in Table 1.

5.2 Capture Game Videos

The game videos were captured using FRARS/ideo capture
and benchmarking tool that records frames from games using D
rectX or OpenGL graphic technologies. FRAPS v2.7.2, builgb
was used, capturing full-sized video at 30 f/s, with no cuimo

5Details on version numbers for each game can be found at:

http://www.cs.wpi.edu/"claypool/papers/game-motion/
"FRAPS, by Beepa, is online at http://www.fraps.com/

Table 1: Selected Games
Game |
Battlefield 1942, Battlefield 2, Battlefield
Vietnam, Doom 3, Medal of Honor Allied
Assault, Quake Il Arena, Star Wars Battlefro
Fahrenheit, Guild Wars, Harry Potter Chamb
of Secrets, The Incredibles, The Wonderful
End of the World
Diablo II, Evil, Galactic Mail, Koalabr8
Lazarus, Pyramid Panic, Rainbow Reef,
Wingman Sam
Age of Empires 3, Age of Mythology, Battle
for Middle Earth 2, Command and Conquer 3,
Command and Conquer Generals, Company
Heroes, Star Wars Galactic Battlegrounds,
Stronghold 2, Warcraft Ill

[ Perspective |

First
nt
Br

Third (Lin)

Third (Iso)

Omnipresent

sync. FRAPS was manually started at the beginning of a game
sequence and manually stopped after at least 30 secondsnef ga
play. Captures longer than 30 seconds were truncated talyexac
30 seconds during analysis, except where otherwise noRAPES
produces videos in the audio video interleave (.avi) formwatere-
upon the Berkeley MPEG todlsare used for subsequent content
analysis.

5.2.1 Resolution Justification

All captures were made on a Windows XP (with service pack
2) PC with an Intel Pentium 4, 4.0 GHz CPU with 512 MB RAM
and an nVidia Geforce 6800GT 256 MB VRAM graphics card. In
practice, games are often played at a range of screen riesslsb,
in theory, for benchmarking, capturing video at the highesblu-
tion supported by the hardware would allow subsequent aisady
a range of lower resolutions. However, frame capture by FRAP
incurs some overhead as saved frames are written to diskngiak
it difficult for the frame capture to keep up with the game eegit
high resolutions. In order to determine the highest resmiuhat
is still low enough to allow the frame capture to keep up wité t
game engine, the built-in demo for Doom 3 was used to bendamar
the video card. Doom 3 is produced by id Softwamnd provides
unified lighting and shadowing, and complex animations wnet-
time, fully dynamic per-pixel lighting and stencil shadogi- all
parameters that can stress a graphics system. The Doom 3 demo
replays a game wherein a player battles a dozen or so monsters
with various weapons over the course of about a mifit&he
first run of each demo was discarded to mitigate cold-stéetef.

For each screen resolution available by the Doom 3 game engin
the FRAPS benchmarking utility was used to record the minimu
average, and maximum frame rates. The experiments were then
repeated while capturing the game videos. Figure 3 defieta-
erage frame rates

From the data, the PC used for capture can support high frames
rates (30 f/s) at all tested resolutions when not captutieggame
video to disk. However, when capturing game video, there &m
preciable drop-off in frame rate when resolutions are al3o0e600
pixels. Thus,800z600 pixels is chosen for all subsequent game
video captures.

5.2.2 Graphics Justification
Most games have a variety of graphics options to complement

8http://bmrc.berkeley.edu/frame/research/mpeg/
Shttp://www.idsoftware.com

1%From Doom 3, the game console is opened by pressing ctrlt+alt+
and the demo run by typing “playdemo demol”.
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Figure 3: Frame Rate with and without Capture

the screen resolution chosen. For example, Doom 3 hasgttin
for shadows, specular lighting, bump maps, sync and aiatsial.
Like resolution, these settings can have a negative impagame
video capture. In order to ensure graphics settings did ediiae
frame rates during capture, with a resolution860z600, all ad-
vanced graphics were enabled and the FRAPS benchmarking uti
ity used to record the minimum, average, and maximum franes ra
while capturing the Doom 3 game video. With these settirfys, t
PC was still able to maintain an average of 28.5 f/s (minim&mn 1
f/s, maximum 33 f/s). However, since not all game enginepstp
the same graphics options Doom 3 has, graphics options aie se
“Medium” for all subsequent game video captures.

5.2.3 Length Justification

Accurate representation of a game suggests a long videthleng
while reducing the resources (time and space) requiredxjoere
imentation suggests a short video length. Three games were s
lected, one from each of the first, third and omnipresentpeers
tives (Battlefield 2, Guild Wars, and Battle for Middle Eartie-
spectively) in order to ascertain an appropriate video tkerdgr
testing. A five minute trace for each game was captured, aad th
motion (PFIM) for one second averaged for slices from 1 upXo 6
seconds. A 95% confidence interval was computed for each slic
length, depicted in Figure 5.2.3.
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Figure 4: Confidence Interval Size (PFIM) for Three Games

The confidence interval size decreases as the clip lengtbeises
since the number of samples increases. The “knee” in eadieof t
curves flattens out around 15-20 seconds. Thus, 30 secosds is
lected for the length for each clip since it provides a sniadig that
0.005 pfim) confidence interval in each case.

In addition, uncontrolled system events may cause variamce
the video captured, thus impacting measures of motion agiesc
complexity even within the same game. In order to ascertan t
variance caused by the system, videos were captured forabmD
3 demo run four separate times, then analyzed for motioneerkes
complexity. Table 2 depicts the results. The variation s€rans is
quite small, considerably less than the variations withiem game
itself. Thus, it is assumed one 30-second trace is long dntug
effectively dwarf variance caused by the system.

5.3 Select Videos

Video clips were selected in order to compare game videds wit
video that is more regularly used for streaming. The vidépscl

Table 2: Variation on Motion and Scene Complexity

[Run] PFIM [ 1BS |
1 | 0.877] 4685
2 [ 0.876| 466.0
3 | 0878 464.1
4 | 0.879 461.7

were chosen from among those commonly used by the multimedia
community and represent a range of motion and scene complexi
ties. These videos are each 10 seconds long, recorded a&r36sr
per second in CIF forma362x288 pixels). The videos, with a
brief description, are listed in Table 3.

Table 3: Selected Videos

[ Video | Description |
Coastguard] Panning of a moving coastguard shi
Container | A container ship sailing slowly
Foreman A close up of a talking head
Hall An office hallway with some people
Mobile Panning of moving toys
News Two news reporters talking
Paris Two people talking with gestures
Silent A person demonstrating sign language
Vectra Panning of a moving car

6. ANALYSIS

The motion (PFIM) and scene complexity (IBS) for each game
is computed and provided in tabular form in Table 4 and grdphe
a scatter-plot in Figure 5. For comparison, the represeataitdeo
clips are depicted as well, shown with small, filled squares.

1200 O . R
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Third, Lin
1100 First X 4
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= +
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© 700 | . 1
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*
400 1 1 1 1 %
0 0.2 0.4 0.6 0.8 1

Motion (pfim)

Figure 5: Scatter Plot of Scene Complexity (IBS) and Motion
(PFIM) for All Games (videos also shown for comparison)

6.1 Motion

The amount of visual motion varies considerably acrossaaties,
from about 0.2 to about 0.95, a considerably broader rarageftr
traditional videos which vary only from about 0.7 to just end.

First person games have considerably higher motion thamdo o
nipresent and third person linear games, likely becauskeofre-
quent panning effect of the background as the player moveagh



tail [4]. Omnipresent games have the most complex sceneis. Th
is likely because omnipresent games typically provide tlagey
with lots of details on the state of objects in the world. @tperson

Table 4: Scene Complexity (IBS) and Motion (PFIM) for All
Games (videos shown at the bottom for comparison)

[ Perspeciive | Game [PFIM ] 185 | isomet_ric games have mpstly_medium scene complexity, beiva f
Satieold 1942 5838 6223 hfave simple scenes, while third person linear games hgvﬂymos
Battlefield 2 0.856 | 666.7 simple scenes with a few games tending _tc_)wards_ medl_um scene
Battlefield Vietnam 0.868 | 617.0 complexity. The scene complexity for traditional videosiea a
First Doom 3 0.830 | 443.6 lot, from quite low to medium-high, but the most complex trad

Medal of Honor Allied Assault| 0.849 | 551.5 tional videos still have lower scene complexity than the incosn-
Quake Il Arena 0.933 | 417.9 plex games.
Star Wars Battlefront 0.929 | 567.4
Fahrenheit 0.717 | 563.9
Guild Wars 0.657 | 914.6 6.3 Summary

Third (Lin) | Harry Potter Chamber Secret$ 0.870 | 610.9 As a summary, the conceptual characterization of motion and
The Incredibles 0.894 | 579.8 scene complexity for games is abstracted into a visual sepia-
Wonderful End of the World | 0.847 | 690.2 tion, shown in Figure 6 and in tabular form, shown in Table 5.
Diablo Il 0.560 | 797.2
Evil 0.286 | 781.8 ——
Galactic Malil 0.288 | 512.1 // N

. Koalabr8 0.249 | 7704 5

Third (Is0) || 7arus 0.265 | 857.9 < ,/ \\\
Pyramid Panic 0.480 | 877.6 ;
R)ellinbow Reef 0.262 | 836.3 { Omnipresent |
Wingman Sam 0.589 | 524.8 2 \ Il
Age of Empires 3 0.490 | 1202.7 i, \\ ........................... V)
Age of Mythology 0.540 | 1101.4 Q DRl
Battle for Middle Earth 2 0.610 | 917.4 =y P :
Command and Conquer 3 0.550 | 1076.1 g E e Th”"C.{ Person,

Omnipresent| Command and Conquer Gen.| 0.622 | 915.7 o 3 7/ i Linear i
Company of Heroes 0.619 | 720.4 O E / &
Star Wars Battlegrounds 0.454 | 1619.1 ) [ Video
Stronghold 2 0.477 | 1012.0 g i Third Person,*, L
Warcraft Ill 0.484 | 1079.3 (2 1 Isometric *, a R
Coastguard 0.981] 632.2 ) / g
Container 0.767 | 750.1 \.\ . (EEECUSIRE /
Foreman 0.958 | 634.3 : e 4
Hall 0.736 | 607.7 H pE (i A Person 7

Videos Mobile 0.965 | 672.4 == .. 7

News 0.626 | 645.2 =
Paris 0.655| 974.1 low medium high
Silent 0.750 | 772.7 :
Vectra 0.976 | 524.3 Motion

Figure 6: Visual Summary of Scene Complexity and Motion

the world. Third person isometric games have the lowest amou

of motion, owning to the relatively static nature of the \abgame Table 5: Tabular Summary of Scene Complexity and Motion
world as play progresses. However, a few third person ligaares [Perspective | _ Motion | Scene Complexity]

have medium motion, notably those that are side scrollingeza First High Low

where background scenery in the world pans behind the dieatac Third, Linear Low-Medium Low-Medium

provide an illusion of movement. Omnipresent games caogrsiigt Third, Isometric | Medium-High Low-Medium

have a medium level of motion, probably because of the taprdo Omnipresent Medium Medium-High

view of the world with some panning and animated units as the Video Medium-High |  Low-Medium

world is managed. Third person linear games generally hagre h

levels of mation, slightly higher than the motion in omnipeat

games but slightly lower than the motion in first person games L. .

Generally, traditional videos have about the same amounbtibn 6.4 Variation within a Game

as do third person linear games. Motion in traditional vislisadyp- Game scene content can vary fairly widely during a sceneléVhi
ically more than for omnipresent and third person isomejaimes 30 seconds is used for representative analysis (see S&cH@),
but less than for first person games. However, traditiondéos three games were selected, one from each of the first, thild an
with the most motion have more motion than any other game. omnipresent perspectives (Battlefield 2 (BF2), Guild wasild),

. and Battle for Middle Earth (BFME), respectively) in orderdget a
6.2 Scene Com pleX|ty better understanding of 30-second motion variation wighionger

Scene complexity varies considerably across all gamesy fro game. Figure 7 depicts the results. BF2 and Guild exhibisicbn
about 400 to about 1200, a range mostly matched by traditiona erable variation, ranging from bout 0.65 to 0.82 for BF2 amuuirf
videos which vary from about 400 to just under 1000. about 0.60 to 0.79 for Guild. BFME exhibits the least vaadati

First person games have the least complex scenes. This mayprobably attributed to the more consistent nature of the/\dad
be because responsiveness is valued for game play ovef dssua  camera angle afforded by an omnipresent perspective.
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Figure 7: Motion (PFIM) versus Time for Three Games

7. THIN CLIENT EVALUATION

In this section, the intent is to provide a preliminary asses
ment of existing thin client technologies to support stregwideo
games. The goal is not to provide a rigorous, head-to-heepas
ison of all possible thin client options but rather to presebrief
look at performance issues that may arrises when strearaimgs)

Many computer games cannot actually be played using a thin
client since the graphics drivers need direct access to #m@m-m
ory on the video card. Madifications to thin client architeets to
bypass these graphics issues, such as proposed in [16]fere e
tive but not yet widely implemented. Instead, for our evihm
game video is played using the VideoLAN VEEmedia player,
v0.8.6f. The server is listed in Section 5.2.1 and the thiantl
runs on a Sony Vaio laptop, running Windows XP (sp2) with an
Intel Pentium M, 2.26 GHz CPU with 2 GB RAM and an nVidia
GeForce Go 6400 64 MB graphics card. Both server and client ar
connected by 802.11g wireless running in a position of éanel
signal strength. Wireshatkv0.99.4 is used to capture traffic. For
performance, VLC reports frame playout statistics and ieek
enables processing of network traffic.

Our experiments focused on two popular thin clients, Miofts
Terminal Services (which uses the Remote Desktop Protacol,
RDP) and NoMachine’s NX Client for Windows, v3.1.0-3, which

NX —
RDP

Frame rate (f/s)

640x480 800x600 1024x768 1152x864
Resolution (pixels)

O L L
320x240 512x384

Figure 8: Frame Rate for a First Person Game

bitrate for both NX and RDP. Packet sizes also do not showooigvi
correlation with resolution, with average packet sizesld@3 bytes
and 1095 bytes for NX and RDP, respectively.

NX
RDP

320x240 512x384

12
10

Bitrate (Mb/s)

oON O

640x480 800x600 1024x768 1152x864
Resolution (pixels)

Figure 9: Bitrate for a First Person Game

In order to evaluate performance for different game perspees;
one game at 800x600 pixel resolution was selected from 8reifit
genres: third person isometric (Koalabr8), omnipresemME),
and first person (BF2). Figure 10 (left) depicts a comparidahe
displayed frame rates for NX and RDP for the different gammes a
Figure 10 (right) depicts a comparison of the downstreanateis.
There is some correlation between motion and frame ratedy wit
higher motion (first person) generally resulting in a lowemfie
rate. There is less correlation with scene complexity astbst

uses X11. NX compresses the 24-bit color X11 data and makes COMplex game, the omnipresent, has a frame rate similareto th

use of caching to reduce the number of round-trip times frioen t
client to the server. RDP does low level graphics with a serve
push, lazy update, with compression and 8-bit further taiced
the bitrate requirements. Both NX and RDP run over TCP (NX
runs over SSH). Both NX and RDP have options for tuning perfor
mance for networks ranging from a dialup modem to a Local Area
Network (LAN), but all our experiments use just the LAN sedti

In order to evaluate performance at different game reswisti
the built-in Doom 3 demo was used with different displayingt:
320x240, 512x384, 640x480, 800x600, 1024x768, and 113Px86
pixels.

Figure 8 depicts a comparison of the displayed frame rates fo
NX and RDP at different resolutions. For both NX and RDP there
is a consistent drop in frame rate as the resolution incseasX
performs slightly better than RDP at low resolutions andhgliy
worse at higher resolutions. Both thin clients are able tinma
tain acceptable frame rates (above 15 f/s, based on anrasmte
study [3]) for only the lowest resolutions.

Figure 9 depicts a comparison of the downstream (serveieatl
bitrates for NX and RDP at different resolutions. When strizgy
video games, both NX and RDP thin client technologies regiir
trate requirements above typical residential broadbandextions.

In nearly all cases, RDP has substantially higher bitrdtas toes
NX. While there is no clear visual relationship between gaese
olution and bitrate, the lowest resolution (320x240) haslthvest

Phitp://www.videolan.org/
Lhttp://www.wireshark.org/

much more simple third person isometric. There is littleretar-
tion for either thin client bitrate and motion or scene coextly.
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Figure 10: Frame Rate (left) and Bitrate (right) for Differe nt
Games at 800x600 Pixel Resolution

8. CONCLUSIONS

The growth in capacity and connectivity of networks present
the opportunity for thin clients, traditionally used forpdigations
with relatively static displays and limited interactiom, be used



for streaming video games. Thin clients for games can be used ACknowledgements

for: complex game scenes shown at underpowered clientayfpr
mented reality games using wearable computers; and fongasi
maintenance costs of large scale, multiplayer games. Hawav
order to make significant advances in streaming video gathes,
visual characteristics (motion and scene complexity) afiggamust
first be better understood and the performance limitatidrexist-
ing thin client technologies quantified.

This paper presents a first step at addressing this reseaah a

with 4 main contributions. 1) The set of 29 game videos used in

this study is a substantial research contribution. Theninitefor
these videos to serve as a public benchmark for evaluating pe
formance in subsequent streaming game research. &hbme
the compressed MPEG (.mpg) files, compression informatind,
analysis data. In addition, scripts used to compute mofR¥iNI)
and scene complexity (IBS) are provided. The audio videerint
leave (.avi) files are also available by requéshut are not kept
online because of their size (over 30 Gbytes total). 2) Navet-
rics for motion and scene complexity, namely the percenti#ge
forward/backward or intra-coded macroblocks (PFIM) areldl-
erage of intra-coded block size (IBS), are presented and tse
analyze the game videos. 3) Preliminary evaluation of twoupo
lar thin client technologies is provided, highlighting flemance
in terms of bitrate and frame rate for representative gamesaa
range of display resolutions. And 4), overall, this work barused
to answer the questions posed in the Introduction (Secion 1

1. Typical video encoding characteristics can be used inbgce
tive measure of motion and scene complexity that correlattis
user perception. Specifically, the percentage of forwacktvard
or intra-coded macroblocks (PFIM) and the average of intrded
block size (IBS) provide reasonable representations ofan@nd
scene complexity, respectively, as perceived by users.

2. Motion and scene complexity characteristics vary ca@rsioly
across computer games. The perspective of the game canhether
first or third person, impacts both the amount of motion arel th
scene complexity. First person games all have higher matian
omnipresent and third person linear games, while thirdqreiso-
metric games have the lowest amount of motion.

3. Motion and scene complexity characteristics are diffefer
games as compared to video. Games vary more than typicalside
in both amount of motion and in scene complexity, with omegant

I would like to thank Huahui Wu for his help on the user studd an
discussions on measures of motion.
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