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Abstract

The growth of high speed Internet connections has fueled an increase in the demand for high quality streaming video. In order to satisfy timing constraints, streaming video typically uses UDP as the default network transport protocol. Unfortunately, UDP does not have any end-to-end congestion control mechanisms, and so in the absence of higher layer congestion control can lead to unfairness and possibly congestion collapse. While there has been research done in video measurement and characterization using custom tools, to the best of our knowledge, there have been no measurement studies where the researchers had control over a commercial streaming media server and client, and control of the network conditions and content. A goal of this research is to characterize the bitrate response of Windows Streaming Media in response to network-level metrics such as capacity, loss rate, and round-trip time. We build a streaming media test bed that allows us to systematically vary network and content encoding characteristics. We analyze responsiveness by comparing streaming media flows to TCP-friendly flows under various streaming configurations and network conditions. We find Windows Streaming Media has a prominent buffering phase in which it sends data at a bitrate significantly higher than the steady-state rate. Overall, Windows Streaming Media is responsive to available capacity, but is often unfair to TCP. Knowledge of streaming media’s response to congestion encountered in the network is important in building networks that better accommodate their turbulence. The additional characteristics we measure can be combined to guide emulation or simulation configurations and network traffic generators for use in further research.
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1 Introduction

People are increasingly connecting to the Internet with larger capacity connections. Recent market studies show that there was a 36% increase in the number of DSL lines worldwide in the first half of 2002, and a 12% increase in the number of cable Internet subscriptions in the United States [Lid02]. Users of these high speed connections demand high quality content such as streaming video. A well known marketing firm forecasted that worldwide streaming media market revenues will increase over $2 billion dollars by 2006 [IS02]. Coupled with the increase in availability and demand for high quality content is an increase in the impact of streaming media content on the current Internet. Particularly, research we conducted [LCKN03] showed that the resolutions of clips currently available on the Internet, and their corresponding bitrates, are currently small compared to the available pixel space on typical desktop monitors and the available capacity of inexpensive, ubiquitous, readily available high-speed broadband Internet connections. Thus, we can expect the quality, and hence the network capacity requirements of streaming media to increase in the future.

Unlike traditional network applications such as file transfer or web browsing, streaming media has specific bitrate requirements. To meet these requirements, typically streaming media uses UDP as the default network transport protocol. Unfortunately, UDP does not have any end-to-end congestion control mechanisms and thus is unresponsive to congestion without application-level controlled responsiveness. Flows going through the network which are unresponsive to congestion can cause several undesirable situations from both an end-user and network level perspective. From the
former perspective, unresponsive flows can create an unfair condition when competing with responsive flows for limited capacity. The responsive flows detect congestion in the network and reduce their sending rates accordingly, allowing the unresponsive flows to use the extra capacity. This is relevant to an end-user because this unresponsive behavior, even if by only for a few flows, results in delays and increased latency due to packet loss, queuing delays, and possibly TCP or related timeouts. This impact is significant on shared Internet connections either on a household or corporate level.

At the wide area network and Internet level, flows that are unresponsive to congestion can contribute to congestion collapse of the network. Congestion collapse could occur when available capacity on the network is utilized to send packets through the network which are subsequently dropped due to congestion [FF99]. However, some streaming media applications, such as Windows Media Player use the UDP protocol but rely on the application layer to provide adaptiveness to available capacity. The performance of these application layers with respect to congestion responsiveness is unknown.

Commercial media players make up a large part of the video traffic found on the Internet. There are several different commercial products on the market for streaming video, including Microsoft’s Windows Media, RealNetwork's RealPlayer, and Apple’s QuickTime. Of these, market research in [IS02] predicts that Microsoft Windows Media Technologies will be the dominant streaming solution. We have completed research in [LCKN03] that characterized the content stored on the Internet in terms of metrics that hold relevance to network performance. An additional result of the
work was the determination of which multimedia codec the content producer used to create content clips that we found. These results showed that RealNetwork's offerings are currently the dominate content production technology in terms of total clips produced, with Microsoft close behind, while QuickTime has a much smaller share. This knowledge and the fact that RealVideo has previously been studied by our colleagues motivated us to study the Windows Media technology in detail.

Some research has been done in the general area of streaming video, including characterization studies [VAM+02, dMSK02] performed through log analysis and empirical studies using custom tools [CCZ03, WCZ01, LCK02]. Recently, we have completed research to characterize the streaming content available on the Web relevant to network performance: bitrate, duration and resolution [LCKN03].

In the course of performing several of these previous studies, the researchers did not have control of the server streaming the media. One impact this had on their results was that a limited data set of streaming media content was examined. This limitation was because they could only stream and measure content that could be found readily available on public streaming video servers on the Internet. For example, in [LCK02] IP packet fragmentation was measured during the streaming of Windows Media clips. However, the size of the packets that the server sends to the client is dependent on the encoded content and can be tuned as a parameter in the newest version of the server management software. This is just one such example of the consequences that researchers face when relying on public access content and servers. Furthermore, research in [CCZ03] was weakened by the fact that the traffic was flowing through the public network and the researchers had no way to determine the network conditions
between them and the server.

Intelligent Streaming [Bir00] is the application layer mechanism used by Windows Streaming Media (WSM) to adapt to network conditions. If it is determined that the network cannot support the current bitrate, Intelligent Streaming can "thin" the stream bitrate by sending fewer video frames. If the content provider has encoded multiple bitrates into the stream, Intelligent Streaming can choose an appropriate one. [CCZ03] studied the application layer mechanism of RealPlayer called SureStream. The results of [CCZ03] suggest that technologies like Intelligent Streaming may provide responsiveness to congestion, perhaps even TCP-friendliness. However, to the best of our knowledge, there have been no published results on the performance of Intelligent Streaming.

To the best of our knowledge, no measurement studies have been completed where the researchers had control of the commercial streaming media server, content encoding parameters, and network conditions between client and server. Having the streaming media server allows control of a large number of variables including the content being streamed, compression/encoding settings, and network conditions at or close to the server.

A primary goal of this research was to characterize the bitrate response function of streaming media in response to congestion encountered in the network. In other words, we seek to examine how WSM responds in terms of bitrate when congestion is detected in the network. Again, it is important to gain understanding of WSM's response to congestion because flows which are unresponsive to congestion create unfair situations when competing with responsive flows and can lead to congestion
collapse of the network. This importance is closely related to the facts that the overall use, quality, and resulting bitrates, resolutions and frame rates of streaming media continue to increase, while knowledge of its responsiveness to congestion is unknown.

To achieve our goals, we varied the network conditions and various server-side content encoding parameters including bitrates of the content as well the number of bitrates contained in the content. We measure the responsiveness under controlled capacity constraints, network packet-loss rates, and content selection. Finally, we measured other characteristics of WSM that are relevant to network performance, including packet interarrival times and burst length distributions.

We find that WSM has a prominent buffering period and burst packet rate, meaning it cannot be modeled in simulations by simple CBR flows as is typically done by many network researchers. In terms of responsiveness, we find that WSM does respond to available capacity in many cases. When WSM does not respond to available capacity the impact on the network is severe and high loss rates are induced. If multiple bitrates are included in the clip, WSM responds by choosing an appropriate bitrate if one is available. Otherwise, it still tries to stream at the lowest encoded rate in the clip, again resulting in high amounts of loss. For both single and multiple bitrate clips, we find that the WSM is responsive but may receive an unfair share of capacity compared with TCP flows. Overall our work adds to the body of knowledge in the networking research area and provides a start for future research that uses emulation and simulation.
2 Background and Related Work

Analyzing the performance of streaming multimedia from several research goal-oriented perspectives is motivated by work done in the broad area of networking research. Some of this work is primarily concerned with the incorporation or modification of congestion control algorithms for networking protocols currently in use or in research and development. For completeness we will cover a seminal paper in congestion control, [FF99] and work done in [FK03], which discusses the role of modeling in network and Internet research and some of the current challenges. While our research involves no modeling, [FK03] is an example of a research area that would benefit from careful measurement and analysis of streaming multimedia.

Besides being motivated by past academic research done in the general areas of networking and congestion control, this work is motivated by a large body of market research and analysis. This market research, while commercially motivated in nature, highlights the necessity for better understanding of the behavior of commercial streaming multimedia products, particularly in response to congestion. This necessity for better understanding is in part because the pervasive use of streaming media continues to increase. This increase is driven by a rise in the number of broadband Internet connections available throughout the world, coupled with an increase in the quality and bitrate requirements of the streaming content presentation itself. We have completed research which shows that there is much room for improvement in the resolutions and corresponding bitrates of content in proportion to the available pixel space on typical desktop monitors and available capacity of broadband Internet
connections.

There exists a moderately sized body of research on streaming multimedia. To understand the rationale of our approach to evaluation of streaming media there is some background material to cover. Since the main focus of our research is on the Microsoft streaming product we discuss the material from that perspective.

First, we discuss the different network transfer protocols that Windows Streaming Media uses at the network and application layers. Next, we analyze in detail Intelligent Streaming, the mechanism Windows Media uses to adjust the parameters of the stream. Then, we discuss multiple bitrate content, how it effects Intelligent Streaming as well as impacts network performance. We also present the related work on streaming media, including past streaming media empirical measurements, evaluations, and experimental research publications. We conclude the section with coverage of other types of network measurement, including key publications, to provide completeness to our work.

2.1 Motivation

When users on an educational network noticed that there was very limited available capacity on their network links, they determined that the cause was the onset of congestion collapse of the network [APS99]. To prevent this from happening they, along with other networking researchers, began the development of mechanisms to control the response of the protocols to limited resources or congestion encountered in the network. Primarily, this included the incorporation of slow start, congestion avoidance, and additive-increase multiplicative-decrease behavior to the de-facto Internet
protocol TCP.

Since that time an entire area of Computer Science has developed concerning the study and understanding of congestion control mechanisms and algorithms both in theory and in practice on the Internet. At first, researchers modified TCP to respond to congestion encountered in the network, communicated to the sources from the network via packet drops. Later, entirely new protocols were proposed, along with improved ways to communicate congestion information; perhaps marking a special bit, known as Explicit Congestion Notification (ECN) [Flo94], or the addition of special headers. Much of the work done in this area is motivated by some seminal research, particularly [FF99], which attempts to motivate protocol designers and implementors to include the use of end-to-end congestion control as a means to avoid congestion collapse in the Internet.

The primary research contribution of [FF99] is to show that when flows that implement congestion control compete with flows that do not, an unfair situation, in terms of bitrate use is created. Furthermore, they show that if enough flows are unresponsive to congestion that there can be total congestion collapse of the network. This collapse results because the small amount of available capacity in the network is wasted by sending and forwarding packets that are later dropped at a congested router due to capacity or resource limitations. [FF99] argues that any new protocols or products that are developed to use the Internet or other network should implement some form of congestion control at the network, transport, or application level of abstraction.

Fundamentally, there is this issue of unresponsiveness to congestion. In [FF99], Floyd uses the term flow as an abstraction for an end-to-end connection through the
network. The distinction of unresponsive flow is to differentiate the flows that do not use end-to-end congestion control. That is unresponsive flows do not reduce the rate at which they put data into the network in response to packet drops, or other indicators of congestion. A subtle but important point presented in the work is that congestion collapse cannot be prevented by active queue management techniques at the router, or any of its parameters, but can be caused by any flow which is unresponsive when packets are lost in the network.

There are several network properties of streaming multimedia that are relevant to network stability and avoidance of congestion collapse. For example, another form of congestion collapse is fragmentation-based collapse. This danger was first described in [KM87] and later in relation to TCP traffic running over ATM networks in [RF95]. In networking terminology, a fragment is an abstraction that results when a data packet is split into several smaller pieces. This can be due to hardware limitations or software settings. If the network drops a particular fragment, or piece of a packet that was broken up because it was too big at some point in its transmission through the network, all of the other fragments making up that packet are useless to the receiver. Since the sender is not the host in the network fragmenting the packet specific pieces cannot be retransmitted, instead, the receiver does not acknowledge successful transmission. In the case of TCP, the packet would be resent, while in the case of UDP, the packet wouldn’t be resent by the transport layer. However, the application layer could report the packet loss and manually request a retransmission of the packet.

Packet fragmentation is a danger because the network is not aware that some frag-
ment was dropped so it wastes what limited capacity it has by forwarding the rest of the fragments that comprise the complete, sender constructed packet. Work done to characterize streaming multimedia network turbulence was completed in [LCK02]. A key result of this work was the finding that there is a considerable amount of IP packet fragmentation caused by large application layer packets in some older versions of the Windows Streaming Media technology. Thus, we contribute a study of this phenomenon in the newest version of the technology and investigate possible causations and solutions at the network and application layer, both on the server and client end connections.

Finally, [FF99] proposes a metric for use in evaluating the performance of any network protocol. This metric is useful for comparing the bitrate used by a flow controlled by some particular protocol to that of a TCP controlled connection in the presence of network congestion. The metric is based upon an analytical model of TCP performance, simplified to give the bitrate in response to input parameters of packet size, end-to-end latency and packet loss. Thus, the TCP-friendly equation is:

\[ T = \frac{1.5 \times \sqrt{2 \times B}}{R \times \sqrt{p}} \]  

(1)

Where \( B \) is the packet size, \( R \) is the round-trip time, and \( p \) is the loss event rate. Equation (1) is an effective yardstick for comparing a particular protocol sending rate to that of TCP in terms of the important network level characteristics. If a particular flow's sending rate is greater than \( T \), it is considered not TCP-friendly. However, Equation (1) is just a model, and as such makes some simplifications. First, there is no distinction between marking, such as ECN, and dropping types of congestion
notification [Flo94]. Also, among other things, the TCP-friendly equation also does not consider retransmission timer settings, which are non-standard and implementation related. There have been more accurate models proposed, the most widely accepted might be [PFTK98], which adds the retransmit timer to the model, but has the drawback of being more complicated.

Of course, the TCP-friendly function needs to be used carefully; for some particular loss rate at a congested router the rate returned by Equation (1) may be considered a “friendly” rate while it is unfair in terms of equal capacity usage, when compared to the rates of other flows through the router. This is especially true if the round-trip times of the flows utilizing the router are heterogeneous in nature; the farther away a flow is it becomes more fragile, or sensitive to packet loss in terms of bitrate. This fragility is first caused by the fact that the flow must cut its window size in half for a packet drop. The time to increase the window is coupled with the round-trip time, so a flow traveling over a high capacity-delay product link is slowed drastically down by just a single packet drop. If this fragile flow is competing with a robust, or nearby flow, the nearby flow can have a disproportionate, unfair share of capacity while still being so-called TCP-friendly.

An additional area of active research is the study of the emergent behavior of network traffic and general activity in the network that results from the interaction of complicated congestion control algorithms, drop-tail routers, and competition or contention between users. These users themselves can also contribute to the random nature of the majority of traffic seen in the Internet. This randomness, or self-similarity of the emergent properties of the traffic is exhibited in variation of bitrate
over increasing larger time scales, or perhaps long-tailed distributions of packet sizes, interrrrivals, files sizes, and multimedia content duration or bitrates. These factors contribute to make the traffic inherently difficult to manage, characterize or model, and thus understand. An active area of research is the measurement and modeling of these properties.

In [FK03], the authors discuss how challenging it is to model something as complex and evolving as the Internet. They discuss how some simulation setups are often not representative of the system they are designed to simulate. They reasoning behind this, they contend, is that there are not very many accurate measurements, or tools to even understand and analyze real Internet traffic.

The primary focus of [FK03] is to layout the foundations for measurement and modeling of Internet traffic. Of basic importance to this is that certain parameters of a model must be set; arrival rates, service time distributions, queue drop policies, protocol implementations and algorithms must be carefully thought out to highlight the phenomenon being studied. Researchers should know how the parameters affect the test-bed, model, or emulator. This includes something as simple as a maximum queue length setting, RED parameter, or something as complicated as TCP-RENO as opposed to the Linux implementation of TCP. In summary, what we need to learn from this work for application to our research is consideration of the “big picture” for our evaluation.

We build a test-bed to emulate a wide range of network conditions, but we must try keep the test-bed, which is really just a model as realistic as possible. Furthermore, we must not underestimate the importance of any of the parameters to our test-bed,
as discussed in a later section. Finally, [FK03] illustrates one possible active research area that our work can be applied to: to build a better model of streaming multimedia for simulation purposes or other situations where an accurate model based on previous empirical measurements would be useful.

The work done in [FK03] motivates our research from a modeling prospective, while from a simulation point of view [PF97] motivates the work as well. [PF97] claims that the Internet is hard to simulate because it is a moving target, non-standard, and difficult to understand, if for no other reason than its huge size. From a pure science standpoint [FK03, PF97] have good presentations of how and why packet drops happen in the network and other basic network phenomenon that a researcher might try to simulate. They also describe how a lot of modeling, simulation, and test-bed studies are conducted using simple network topologies such as the dumbbell, and other network research discussion.

Perhaps the biggest impact that [FK03, PF97] has to our work is that they clearly describe a fundamental limitation of simulation; it is not real. Real traffic on the Internet is controlled by the protocols that are actually implemented in current and past operating systems. Simulations can not capture this level of detail, and most scientists wouldn’t want to anyways. There are many different flavors of TCP, and operating system programmers take liberties with the specifications and RFC’s that define them. Perhaps to gain a little performance, either on the transport layer connection level or on the operating system level in terms of reduced overhead or computational costs efficiency.

A USENIX paper clearly articulates how the Linux implementation of TCP is
non-standard and points out the key differences [SK02]. All of these factors motivate us to perform our study on a live test-bed, running the real protocols, instead of relying on simulation results. Furthermore, we use a tool called [NLA] which uses the real network stack in the operating system to generate TCP and UDP traffic in our experiments, to make our traffic sources as realistic as possible. Also, perhaps our work can be used to drive simulations to get more accurate results. Finally, from a scientific standpoint, [PF97] emphasizes that when doing network research one should vary the parameters widely, since the extremes do happen on the live Internet. These parameters are as simple as window sizes, to buffer and queue sizes, and all the way to AQM techniques at routers.

While previous research motivates study of streaming multimedia from a pure science standpoint market oriented research motivates analysis from a sales and economic perspective. For example, articles such as [Ltd02, IS02], focus researcher's attention to streaming media because it makes use of the increasingly pervasive high speed Internet connections available.

Not only are high speed Internet connections more readily available, their adoption is increasing both in the U.S. and other countries such as Korea and Canada [Ltd02]. Recent market studies show that there was a 36% increase in the number of DSL lines worldwide in the first half of 2002, and a 12% increase in the number of cable Internet subscriptions in the United States [Ltd02]. It will be important for streaming media providers to remember that while there is growth, it will not happen over night and they need to consider that some users will be on slower connections. However, some content producers might be inclined to clog the network with their traffic in an
attempt to get the best quality possible. From a network-level perspective there may be performance problems if a user attempts to stream high-bitrate content over a low capacity link. It is unknown how a proprietary player, like Windows Media Player, reacts to such user behavior.

An ACM Committee in [otBLMT02] discusses from a general perspective broadband Internet and its growth. They take the position that broadband will be a platform that spawns and spurs many new applications and services. Basically, the part of the work that impacts our research is the philosophy that the link should not limit applications and that the link should have good enough performance that it would inspire the creation of newer applications to utilize it. In summary, faster links should spur more bitrate hungry applications and content. Thus, the speed of the connections and their availability continues to increase coupled with an increase in the resolutions and corresponding bitrates associated with higher quality content [LCKN03]. Many feel that these rises will be coupled with a dramatic increase in the market for streaming multimedia.

A few venture capitalists envision a future where television and radio use the Internet for delivery instead of the traditional delivery mediums. This is particularly promising for content producers because this level of connectivity allows them to not only deliver higher quality content, but charge a higher premium price to produce and deliver it. Also, some researchers predict ubiquitous computing [Wei93] where the network and its protocols will be crucial in delivering an immersed computing experience that is invisible to the user.

Market analysis done by well-known marketing firms was completed in [Ltd02,
IS02] which claim that the streaming media market, worldwide, will increase over $2 billion dollars by 2006 [IS02]. Finally, an article in a popular professional magazine, [HAOS01], relates both the increase in market revenues, end user adoption of streaming media applications and TCP/IP performance.

The results of a rise in streaming multimedia technology use is for the most part unknown. Work done in [HAOS01] tried to grasp what kind of impact these applications would have, specifically on TCP/IP performance. Basically, [HAOS01] presents simulation results that show congestion collapse and unfairness is a distinct possibility in the current Internet. They have empirical measurements to back their simulation results, but the main focus of the work is to show that a particular ATM protocol enhancement might remedy some of these issues. The authors of this paper also clearly articulate the core of the issue involving streaming media technologies; they primarily use proprietary and closed-source algorithms to tune the content delivery to adapt to congestion or network conditions in general. To get the best quality, an application may not care about fairness and will try to use as much capacity as possible. This also makes business sense as one can charge more for higher quality content. As stated earlier not responding to packet drops in any way can result in congestion collapse and unfairness. Some of our early pilot studies showed that Windows Streaming Media actually *increases* its sending rate when packet loss occurs in order to preserve quality. Clearly, this is something that requires study, as the survival of the Internet is at stake.
2.2 Streaming Media Protocols

Windows Media Services can stream media over several application-layer protocols: Real-time Streaming Protocol (RTSP), Microsoft Media Server (MMS) Protocol, and Hypertext Transfer Protocol (HTTP). For RTSP and MMS the underlying transport protocol can either be the User Datagram Protocol (UDP) or the Transmission Control Protocol (TCP). The actual protocol used is chosen through a process called protocol rollover. Some clients may be unable to connect using a certain protocol for various reasons such as player version and network firewall settings. The MMS protocol is in the most recent version of the software only for compatibility reasons. The Windows Media Player and Server attempt to stream the media using the following protocols, in order:

1. RTSP over UDP
2. RTSP over TCP
3. MMS over UDP
4. MMS over TCP
5. HTTP over TCP

2.2.1 Real-time Streaming Protocol

The Real-time Streaming Protocol (RTSP) is defined in IETF RFC 2326 [SRL98]. RTSP is an application-level protocol which controls the transmission of data through the network that has real-time constraints. Perhaps the most well-known application of RTSP is in the delivery of streaming multimedia content. RTSP is primarily
based on the HTTP protocol, and borrows many of the same concepts. The primary
difference is that in RTSP there is explicit state, while there is none in HTTP. An
example is that an RTSP connection can be playing, paused, or stopped.

RTSP provides several states, for example:

- Setup
  When in the Setup state the server does system-level allocation of resources to
  support content delivery to the client and to set up an RTSP session associated
  with the client.

- Play
  The Play state is when the server streams the data to the client.

- Pause
  The Pause state does the obvious action.

- Teardown
  The Pause state differs from the Teardown state in a fundamental way; the
  resources associated with the session are freed by the server, when paused the
  data just is not sent.

When an RTSP session starts there is capability negotiation, and any extensions to
the protocol can be ignored by hosts that do not support them. These extensions could
also be controlled in the presentation description file, which is usually located at the
URL which the client requests, similar to an HTML Web page. Just like a Web page
this file contains references to other content, usually video and audio data. This data
is usually abstracted to stream form where there are multiple data streams sharing a
common time axis for rendering and presentation purposes. Most URLs that specify a presentation file refer to more than one component stream. This presentation file also contains the encoding parameters, authorship/copyright information, and other parameters that the client can modify to control the media being streamed.

An example of an RTSP URL:
rtsp://saco.wpi.edu:554/graduation.wmv

Here, UDP is the transport protocol, connecting on sever port 554, the default RTSP port, on our streaming media server saga.wpi.edu. The content, graduation.wmv, as described by the presentation file is encoded with the Windows Media Encoder and contains a high bitrate video stream, along with a medium bitrate audio stream, and also includes a very low (56Kbps) bitrate video stream. This way, the application can seek to determine what the network conditions are and send either the high or low bitrate stream, as appropriate. Usually, this functionality is application dependent.

Unlike HTTP, RTSP sends the data on a separate channel. Thus, there is the abstraction in RTSP that there is a separation of the control of the stream and the stream itself. This allows the data to actually be sent over a wide range of transport level protocols. These protocols include UDP and TCP, but more generally the data can be sent over unicast and multicast delivery channels. The control information can also be sent over either UDP or TCP, differentiated by adding a letter to the end of the protocol identifier for UDP (rtspu). Having this separate channel for communication allows both the client and server to issue requests, which may be useful for stream control, another key difference between RTSP and HTTP.
The RFC [SRL98], also describes the session identifiers, which we see in our measurements, along with timestamp format and many options. Included is the concept of Normal Play Time, which allows for absolute time positioning in the streams for synchronization purposes, but could also be used to infer network conditions. Small stream data packets can also be bundled into larger transport layer packets to reduce packet overhead and also possibly achieve better performance.

RTSP has several message types, some trigger state changes at the server, for example a PLAY, while other are for retrieving information about the stream. The RTSP message types are as follows:

- DESCRIBE
- ANNOUNCE
- GET_PARAMETER
- OPTIONS
- PAUSE
- PLAY
- RECORD
- REDIRECT
- SETUP
- SET_PARAMETER
- TEARDOWN
Some messages simply cause a transition by the server to the state which is the same as the message type. The DESCRIBE message is sent from client to server, indicating what formats the client can accept, also requesting details about the stream, perhaps number of encoded bitrates or software required. ANNOUNCE messages are sent by the server to announce that some stream is available. REDIRECT messages are sent to direct the client to a different server for the content. GET_PARAMETER and SET_PARAMETER messages are for setting various stream options, most of which are implementation specific.

The SETUP message sent from client to server initializes the transport protocol used to send the media through the network. The SETUP can be changed mid-stream by sending another SETUP message, perhaps changing from UDP from TCP. Specifically, the client supplies the protocol and port numbers. This dynamic process makes streaming media hard to analyze through the use of tcpdump, a network protocol analyzer [JLM]. Some research has been focused on building a software tool based on tcpdump for analyzing the RTSP and H.261 protocols [vdMChCS00]. However, this tool isn’t available for download and there hasn’t been any publications using the tool for some time. We discuss this point further in the software section.

The server replies to a SETUP message with a 200 OK message, including a sequence number, session identifier, server port number, and the date. Next, the PLAY message causes the server to send data on the specified ports using the correct transport protocol specified in the SETUP message.

Since the data flow is conceptualized as a stream, these PLAY messages are handled in an interesting way. The PLAY message includes a range of time to play from some
particular content. PLAY requests can be queued up on the server side, and will play them in the exact order received. The server will not stop a stream currently being sent via a PLAY message when a new one arrives, but instead it attempts to time the delivery so that the presentation on the delivery side is as seamless as possible. In other words, there should be no pausing to buffer the new stream. The RFC claims this is to allow careful editing of the stream, even to the granularity of synchronization based on UTC from different content sources, but it also serves another purpose. It allows precise control for a bitrate control algorithm implemented in the streaming server and player.

Consider, for example, a stream is being sent and the client determines that 10% of the packets being sent from the server are being lost, and those that do arrive have an average jitter of 35ms. The client assumes that this is due to congestion in the network (or insufficient capacity in general) and sends another PLAY message to the server to switch to a lower bitrate stream. Since the stream is still playing from the original PLAY the client then needs to send a TEARDOWN message to request that the streaming data stop being sent and free the resources associated with it. After this, another SETUP message is required to start the stream up again, however, since the second PLAY was issued, the presentation will switch to that one instead.

There are numerous error messages in RTSP described in [SRL98]. For example, code 453, “not enough bandwidth”, is sent if the server has insufficient capacity to support the request. Also, there is a wide range of headers specified in [SRL98], including a “bandwidth” header which specifies the client-side application level estimated capacity available, in bits per second, that can change during an RTSP session.
The blocksize header is sent from the client to the server requesting a particular packet size at the application level (it doesn't include any IP, UDP, or RTP headers). However, the server could use a smaller size, or ignore the parameter completely. Finally, the Speed request header allows the client to ask that the server send the data at a particular rate. This can be ignored by the server and the default is the bitrate of the stream. The speed request is a floating point number, perhaps 2.0, which would mean stream at double the bitrate. At this point, the RFC mentions that the use of RTCP is highly recommended to track packet loss when using UDP. Lastly, [SRL98] mentions the Timestamp header and makes note of the fact that the timestamp is used at the client side as a measurement of round-trip time for use in client side retransmission timers.

2.2.2 Real-time Transport Protocol

Typically, the Real-time Transport Protocol (RTP), defined in IETF RFC 1889 [SCFJ96] is used by RTSP as the data delivery mechanism. The Real-time Transport Protocol is an end-to-end network transport-level protocol designed for delivering real-time data, particularly media content like audio and video. RTP is like UDP in that it does not respond to network conditions and does not guarantee quality of service. RTP is used in conjunction with the Real-Time Control Protocol (RTCP) protocol which provides monitoring of the traffic flow and provides a means to control RTP.

There are several features of RTP that are a result of the desire to use the protocol to send media content. Primarily, identifiers for payload types, sequence numbering,
timestamping, and delivery monitoring. The protocol designers did consider network impact, noting that high-bitrate delivery over RTP needs to be careful of quickly consuming network resources. In [SCFJ96] there is a notion of a monitor, which strives to estimate the network link characteristic between sender and receiver.

The data delivery rate and other factors are controlled through analysis of reports received through RTCP. Basically, control packets are sent using the same mechanism as the data packets. Then, the quality of data distribution can be determined, and any congestion control mechanisms can be triggered. This is the RTP analog of the congestion control algorithms in TCP [APS99]. Basically, there are 5 RTCP packet types; sender reports, receiver reports, source description items, termination messages, and application specific functions. The reports are of particular relevance; they are the transmission and receptions statistics. Since RTP uses UDP, a report is needed from both ends of the connection to gather meaningful statistics about the link properties. Thus, these reports should be sent frequently, perhaps every round-trip time. Precisely when receiver reports are sent is not specified in the standard, so we will not discuss them here.

There is a fixed format to the reports including the following fields:

- Fraction of packets lost
- Cumulative number of packet lost, not including any packets that arrive but are too late to use
- Packet interarrival jitter
- Timestamp for round-trip time calculation
• Other statistics

Certainly, some of these fields can be used to adapt the stream to network conditions, or modify its transmission characteristics. Example uses of the receiver and sender report data mentioned in the RFC include using the packet loss rate over an interval as a measure of network congestion (assuming precautions are taken to assure statistical confidence in the metric). Other uses are rate calculations, and interarrival jitter as another measure of network congestion.

The RFC discusses the fragmentation problem seen with this protocol from a high level. It notes that the maximum length of the RTP packet size is only limited by the underlying network MTU’s and protocols. This could explain how huge RTP packets were sent by previous versions of Windows Media that were later fragmented into three or more fragments [LCK02].

2.3 Windows Streaming Media

2.3.1 Intelligent Streaming

Windows Media Services uses a technology called Intelligent Streaming [Bir00]. Intelligent Streaming is the process where the client and server attempt to automatically detect network conditions and adjust the properties of the video stream to maximize quality. Upon the initial connection an estimation is made of the available capacity and adjustments are made to maximize the quality of the stream. When the capacity or connection properties change, the stream is dynamically adjusted without user intervention.

The way that the streaming technology determines the capacity and connection
properties differs from streaming media product to product. Windows Streaming Media uses the RTSP and RTP protocols as the application and network level protocols and uses facilities provided by them to communicate connection information. As discussed in Section 2.2.2 the RFC specifies some fields that can be filled in the application to provide some network level metrics for use in rate control, for example packet loss rate and interarrival jitter. Based upon these receiver reports the streaming media server can adjust the network requirements of the stream through this so-called intelligent streaming. Real Player has a similar mechanism, known as Sure-Stream analyzed in [CCZ03] and QuickTime also makes adjustments to the bitrate requirements of the stream by altering the quality level.

From a coarse view, all of the technologies are able to send a low bitrate stream in lieu of a high bitrate stream if it determines that the network link cannot support it. RTSP facilitates this by allowing the client to start receiving the low bitrate stream by sending SETUP and PLAY RTSP messages, as discussed in Section 2.2.1, then send a TEARDOWN message to stop transmission of the high bitrate stream. Thus, the client is able to deliver a continuous presentation of content to the user. Typically, most users prefer a lower quality movie that streams without pausing or rebuffering than a high quality one that halts frequently. Also, the server can send fewer frames or a lower quality audio stream as a means to adjust the quality and network requirements of the content.
2.3.2 Multiple Bitrates

Encoded content must contain multiple bitrates to make use of the features that intelligent streaming or related technologies provide [Bir00, CCZ03]. When content is encoded into multiple bitrates, as many as ten different video streams are encoded into one Windows Media object. This allows the client to specify a single object located on the server and through intelligent streaming the server will determine which encoded bitrate contained in the object to send. If there is only one content level, or the lowest bitrate stream has been reached, the server will start to “thin” the stream by first decreasing the video frame rate, next by stopping video frames, and lastly, if needed, only by sending audio. This intelligent streaming process is similar to the media scaling process of RealPlayer, studied in previous work.

Past work [CCZ03] measured the number of scaling levels contained in RealVideo content. We completed work in [LCKN03] that measured the actual bitrate of the content streamed from remote servers across the Internet. We found that most videos have small resolutions and subsequently small bitrates in relation to available end-host display capabilities and network capacities. In other words, increasing bitrates and resolutions of content available on the Web are likely to increase. Further, since this increase results in larger content file sizes, users will be motivated to stream the content across the Internet and view it in real-time instead of simply downloading the content to disk.

There is existing knowledge in networking research that can perhaps benefit streaming multimedia. For example, work done in [PV02] tries to actively probe the network
to determine the link characteristics. They use the concept of Packet Quartets, where four packets are sent back-to-back and the time between their arrival at the receiver can be used to infer link capacity. Another technique, [Hao02] seeks to passively estimate link round-trip times by exploiting some characteristics of the TCP protocol. There certainly can be adaptations of the concepts in [PV02, Hao02] to help deliver better, more reliable streaming media content.

One of the earlier tools that sought to estimate link characteristics was the pathchar tool [Jac97]. Work done in [All99] evaluated pathchar and identified times when it does and does not measure the link properties accurately. Furthermore, the author explains the theory behind pathchar succinctly and includes ways to reduce the sample sizes needed to get accurate results. The measurements include latency, capacity, and queue delays. Finally, [All99] concludes that latency estimation is easy, but available capacity measurement is difficult to do accurately, especially on high-capacity links and that the more probes, the more accurate the measurement. Certainly, streaming multimedia over the RTSP/RTP protocol has an ample number of probes to use to determine the network link characteristics, hopefully to achieve the best quality over the network link. Examination of the network-level packet data of streaming Windows Media reveals that it does in fact make use of a capacity-estimation technique called high entropy packetpair. Apparently in this technique three large (1500 byte) UDP packets are sent via the RTP protocol back-to-back and Windows Media infers something about the link characteristics based on data gleaned from these packets. It appears that this measurement only takes place just prior to buffering.

Intelligent Streaming and SureStream are not the only algorithms that attempt
to adjust the quality of the stream to dynamically suit changing network conditions. Both [LOR98, GCK+02] are algorithms and systems for adapting video streams to network conditions. They state that Internet streaming is controlled by variations in throughput, loss rates, and delays and that these parameters should be used in a quality controller to adapt the video stream accordingly.

The authors in [GCK+02] note that rate scalable content is required to allow the server to vary the network bitrate requirements of the stream without requiring too much computation by the server. Selectively dropping frames based on priority could be an example of an expensive server side computation to scale quality. They propose that multiple redundant streams are a means to support this capability, for example, a high and low bitrate video stream along with a single audio stream. The high bitrate can be dropped while the low bitrate stream continues, with very little computation required by the server. Windows Media achieves this by encoding multiple bitrates in pre-packaged frames directly into the content object. They suggest a scheme that uses priority frame dropping and a retransmission scheme to better adapt to network conditions and evaluate performance using bitrate, loss rate, and latency as metrics.

2.4 Streaming Media Research

There is previous research in the general area of streaming media. Several publications are measurement studies trying to gain insight into the various properties of streaming media [LR01, LR02b, WCZ01, MH00, LCK02, HAOS01]. Other researchers seek to characterize streaming media traffic or workloads [dMSK02, CWVL01, VAM+02, AS98]. Yet another area of active research is done to study new techniques for bitrate
adaptation and streaming rate control [LR02a, GCK+02].

One of the most cited earlier works which measured streaming media is [MH00]. This work measured characteristics of Real Audio streams, a key result being that audio bitrates are usually lower than available capacity. In [WCZ01] RealVideo performance is studied empirically. They developed a custom tool which measured the properties of the stream during transmission. This tool was then bundled with a playlist and distributed to geographically diverse locations; the performance was then measured from these points. The main research contribution of this work was to relate frame rate, an important quality metric, to a network metric: bitrate.

Additional streaming media research, in [LCK02] characterizes the network properties of Windows Streaming media streams and compares it that of a RealPlayer stream. They found content in both formats on publicly available streaming media servers. Then they streamed them simultaneously to compare the performance in terms of application and network level metrics. A drawback of this work is that the clip selection was limited to only 26 clips because of what was publicly available on public streaming media servers on the Internet.

Several interesting results are presented in [LCK02] including measurements of packet sizes for both streaming technologies. They found that Windows Streaming Media packet sizes can be larger than network MTU’s, resulting in a great deal of IP packet fragmentation. However, streaming media server administratrs can modify the packet size as a parameter during encoding or in the newest version of the Windows Media server software. By analyzing the interarrival times of the packets they found that Windows Media packets arrive at constant time intervals, while the
RealPlayer traffic is much more varied.

Of particular interest is the result that the buffering strategy is different in Windows Streaming Media (version 8) and RealPlayer. RealPlayer buffers at data rate much higher than the playback rate, while Windows Media buffers at the playback rate resulting in less bursty behavior. In our pilot studies, we found that the newest version of Windows Media Server now exhibits a buffering strategy similar to that of RealPlayer. This motivates us to examine it in detail in our work, as it is an interesting tradeoff between a quick start of playback, smooth playout, and network turbulence. Finally, an additional result they found was that Real clips had a much higher frame rate for an equivalent bitrate than Windows Media clips did. In conclusion, this work suggests areas of interest, but the limited clip selection, lack of server-side access, and uncertainty of the network conditions of the public Internet weaken the results.

In [CCZ03] the head-to-head performance of streaming RealVideo over UDP and TCP is compared. Similar to [LCK02], the clips are selected from servers on the public Internet and streamed simultaneously over both UDP and TCP. Using a token bucket filter congestion is induced on the last-hop router. They found that in general, streams over UDP receive about the same bitrate as do streams over TCP. However, during times of extreme congestion UDP can get an unfair share of the available capacity. During specific intervals the UDP streams still remain TCP-friendly, but UDP flows are getting much more of the available capacity than the TCP streams. This condition worsens as congestion levels increase. Also studied in the work was the media scaling process of RealPlayer. They find about 35% of the servers cannot
scale the content, probably because they have only one encoding level contained in
the content. Thus, these clips are likely unresponsive to congestion. Finally, they
also measure the buffering stage of RealPlayer streaming.

Other measurement efforts have been undertaken in two very similar papers [LR01,
LR02b]. [LR01, LR02b] studies how to stream video over low capacity connections,
providing a good lower-bound on performance of streaming Internet applications.
Basically, they dialed into ISP’s from access points located throughout the U.S. Then,
they stream video over the dialup connection, analyzing the performance. They
discuss the start-up delay, or buffering as mentioned above.

In terms of results, [LR01, LR02b] quantified the average packet loss rates to be
only 0.5%. In most cases resending lost packets was an effective means of repair
and about 94% of resent packets arrived in time to be used. Roughly 40% of the
connections they measured had no packet loss, with 75% less then a 0.3% loss rate,
91% less than 2%, and only about 2% of the connections had a loss rate of greater
than 6%.

For round-trip time measurements, [LR01] found that the average was 700 ms, and
the minimum about 120 ms over a modem. 75% of the connections had round-trip
times less than 600 ms. They show that large values of delay jitter were rare and
packet reordering rates were also low, only about 6.5%. A final note on this work is
that they do some analysis to see if the packet burst lengths and round-trip times are
heavy-tailed, but they do simple fits that lack any formal statistical test (a suitable
choice would be the Downey curvature test). [LR01] also claim that the distributions
of burst lengths and round-trip times are long-tailed and was in fact best modeled
by a pareto distribution with an alpha parameter of 1.16. Additionally, 72% of the
sessions they measured had asymmetric paths.

Characterization of streaming video traffic and workloads is another fruitful area of
streaming media research. There have been several publications in this area [dMSK02,
CWVL01, VAM+02, AS98]. [VAM+02] analyzed the logs of a popular, live, reality-
show that streamed content over the Internet. They had measurements from a 1
month period with 5 million requests. Primarily, they analyze request arrivals, session
times, bitrate, and object popularity from client, session, and application perpectives.

Further work characterizes the arrival rates and arrival process of streaming multi-
media by analyzing millions of log files [dMSK02]. The best quality of this research is
the fact that they processed a great deal of data points, from traces and router logs.
They motivate their work by discussing the potential economic impact of streaming
media. This impact again is coupled in this work with the fact that the availability
of broadband connections increases. In a nutshell, they collect and analyze the data
from an end-system point of view and from a network level perspective.

In summary the results of [dMSK02] impact this investigation in three main ways.
First, they found that the Microsoft technology dominated the end-user choices when
Real was also offered. Second, high bitrate clip popularity ratings greatly exceeded
those of low bitrate content types. Finally, they found that the streaming and network
transport protocol varied between a proprietary streaming protocol over UDP, TCP,
and HTTP over TCP about equally for on-demand content. For live content, most
(50%) of the traffic was HTTP over TCP, with the remaining split between the TCP
and UDP. This is probably emergent behavior caused by the interaction between
typical uses of live content, like corporate board meetings, and among other things, the fact that most reasonably-secure firewalls block incoming traffic on unknown ports using unknown protocols. Thus, HTTP over TCP dominates in the circumstance of live content as most firewalls allow Web traffic, which uses HTTP.

Also of interest in [dMSK02] is the statement of the fact that both Real and Microsoft recommend streaming over their proprietary protocols instead of HTTP. The authors allude to the fact that this could be motivated by the notion that they can ignore some packet loss and get better quality, thus more users and money. In conclusion, additional results of this work, not described here, about modeling the end-user behavior, such as requests, could also be useful to researchers modeling streaming media.

Design and analysis of new streaming media protocols and congestion control mechanisms is the focus of past work. [LR02a] discusses a new mechanism for increasing and decreasing the rate and quality, and thus network requirements of streaming. They claim their technique is a scalable form of rate-based flow control that performs well in two new performance metrics they devised. First, they measure monotonicity of convergence to fairness, and second, packet-scalability, equated with constant packet-loss. From a network performance evaluation perspective, their link size is a T1 at 1,544 Kbps.

[LR02a] introduces a notion of a difference between congestion control algorithms that are implemented in protocols with packet acknowledgement and without packet acknowledgement. Typically, streaming Windows Media uses UDP and thus falls into the second category of NACK-based protocols. A finding of their work is that to
achieve true scalability flows must be able to accurately determine bottleneck capacity. This finding begs the question how to make this measurement. An interesting angle to TCP-friendliness is that DiffServ and related technologies will eliminate the need for protocols to be TCP-friendly. This fact remains to be seen.

2.5 Measurement of Non-Streaming Traffic

To provide complete background to our work we cover several papers that are in the area of network measurement, but not specific to streaming media traffic measurement or streaming performance evaluation. The measurement research [Pax99, All00, FA99, Wil01, PF97, PF95] gives our methodology justification and gives perspective to our research goals.

One of the largest measurement efforts done by Paxson in [Pax99] characterized network performance using a wide-range of techniques. They found that out of order packets are fairly prevalent, while duplicated packets are rare. As mentioned earlier, this work found average loss rates between 2.7% and 5.2%. They found that loss events were not well-modeled as an independent process for TCP traffic, as a result of drop-tail queue management in most Internet routers. The author makes an interesting distinction between bottleneck and available capacity, the former being analogous to possible bitrate, the latter to what bitrate the connection should use. Finally, the author makes a point that measurement scientists should be careful that any losses measured are genuine loss and not measurement drops.

Allman presents the results of instrumenting a particular WWW server over a long period of time [All00]. Using tcpdump [JLM] he measures packet loss for the incoming
TCP connections as well as round-trip times using the Karn algorithm and tcptrace tool [KP87]. The empirically measured distribution of round-trip times is a key result of the work. They found that 85% of the round-trip times were between 15 and 500 ms, the median was only about 100 ms, with 75% of the round-trip times greater than 100 ms while only 40% were greater than 200 ms. These results are valuable to us in guiding our test bed parameters, but this work also is a good introduction to protocol measurement, especially instrumenting the server side of the connection.

In [FA99], they discuss the proper way to evaluate the TCP protocol and the various modifications that have been proposed. However, the methodology they present is applicable to other types of protocols. First, they describe how test-beds, simulation, and emulation are really the only way to evaluate new TCP versions, testing on the live Internet or other network is usually out of the question. Second, they discuss what some researchers forget: the scientific method. They talk about how knowing and providing the details are crucial for the effective evaluation of TCP or any other protocol. Third, they talk about choosing a TCP implementation, perhaps Windows or Linux, and some of the possible effects. In our experiments we use TCP traffic as comparison for Windows Streaming Media traffic, so these effects are perhaps relevant to us. Since we are using Windows, it is hard to determine these effects. However, Windows TCP probably dominates Internet traffic, due to the dominance of the Windows family of operating systems.

Another perspective is when to just simulate the whole protocol instead of test-beds doing network emulation or live Internet tests. We chose to do the live testing over real networks running the real TCP implementations in use. However, if we
wanted to evaluate some high-speed networks or satellite links we may have trouble with our limited equipment and the packet capturing boxes cannot handle much more than a few megabits per second. An additional drawback to using a test-bed is that we use a commercial operating system, so the TCP implementation is black-boxed and we have no way to modify it, although we probably would not want to if we could. Also, there are some bugs or quirks of the implementation that may be hard to discover [Pax99, FA99].

Our approach is actually a combination of a test-bed and network simulation. We insert a machine between our client and server which emulates live Internet or other network conditions, artificially and controllably by modifying the traffic passing through it. This allows us to evaluate protocols over any type of link that our hardware can fundamentally imitate, usually 100 MBs Ethernet being sufficient. An advantage of using emulation is that it is not necessary to use the public Internet, thus making our results more reproducible. In [FA99] they mention that their emulation abstracts some of the real behavior of the network, but they do not provide an example.

Finally, [FA99] discusses some other aspects of protocol evaluation that are of relevance to us. We will not discuss them here in detail, but merely enumerate them for later reference. First, a proper TCP window size must be chosen that is appropriate to network capacity, otherwise under utilization will occur. Second, the actual data sent needs to be chosen carefully; however for us we encode high quality content and let the Windows Media encoder take care of the packetization. Third, they discuss some possible metrics for evaluation: loss, fairness, and router
queue length. From a measurement standpoint, they discuss the fact that application
and network level measurements will often be different. Finally, they discuss further
network parameters that need to be considered: segment size and maximum queue
length, and suggest it be set to at least the capacity-delay product.

In a tutorial, [Wil01], Williamson discuss the various approaches to Internet traffic
measurement and the role that this area has in networking research. Basically,
measurement can be helpful for troubleshooting, protocol debugging, workload char-
acterization, and general performance evaluation. The work covers the distinction
between hardware and software monitoring and the different advantages. Also com-
pared is passive vs. active measurement, on-line vs. off-line traffic analysis, LAN vs.
WAN measurement, and the appropriate level in the networking stack to take mea-
surements. The tcpdump [JLM] tool is covered. Finally, the work concludes with the
ten biggest recent results from traffic measurement, a few of them include: TCP traffic
dominates on the Internet; TCP connections are usually short; packet interarrival
times are not exponentially distributed; session interarrival also aren’t exponentially
distributed; packet size are bmodally distributed; network traffic exhibits “locality”
properties; aggregate traffic is multi-fractal and self-similar.
3 Methodology

To evaluate performance, characterize the response to congestion, and measure the relevant emergent network-level behavior of streaming media, we built a test bed and instrumented it with network emulation and measurement software. Then, based on some pilot studies we developed some hypotheses, encoded some content, and designed experiments to test the hypotheses. This section covers our research methodology including test bed and software design, and the content encoding process and parameters.

3.1 Streaming Media Test Bed

In order to effectively and precisely characterize the response of streaming media to congestion we built a test environment that allows for network level parameters to be adjusted such as packet loss rate, round-trip time, and maximum capacity. Additionally, the test bed facilitates accurate measurements of network performance metrics, including achieved bitrate, interarrival times, and burst lengths, along with streaming media related measurements, such as content buffering period length.

3.1.1 Network Topology

Figure (1) depicts the network topology of our streaming media test bed. The streaming media server is connected to the Proxy-ARP router via Ethernet. On this segment we placed a hub and a measurement machine. The router does Proxy ARP forwarding from the external network interface to the two machines located on the internal Ethernet segment. This allows us to control the last hop-between the server and the
rest of the world. Between the router and the external network we place another hub and measurement machine. This configuration provides a means to measure the offered traffic going in both directions and a way to compare offered load with the achieved throughput passing through the router.

The baseline network overhead for using the network topology and routing strategy is low. Pings through the router from a machine on the external network to the server are only a few milliseconds longer than pings to the server when the router is removed. The client streaming media from the server was located on the WPI local area network. Since the WPI LAN consists of fiber optic Gigabit uplinks from the academic buildings to the WPI backbone [Net], it is unlikely that any congestion or interference was seen between the clients and the streaming media server. Thus, our network bottleneck greatly exceeds the typical end-user’s network configuration. We ran simple tests to evaluate the performance of the entire test bed using traceroute and ping from various locations on the network. The traceroute tests showed all
machines on the WPI LAN were within one IP hop of the Proxy-ARP router. We were unable to measure or determine any switches between hosts that worked below the IP layer. When we measured round-trip times using ping we found that they were less than 1 ms for small 64 byte ping requests and generally less than 5 ms for larger 1400 byte packets.

This network configuration provides a high-performance baseline for measuring streaming media. We also needed to use open-source and custom-built software tools to facilitate the experiments. Having a high performance LAN and test-bed as the underlying technology allowed us to limit the performance of the network for experimental purposes. Using special software installed on the router we were able to emulate the network conditions experienced by typical broadband end users with connection speeds well below that of our LAN. This allowed us to accurately and succinctly measure the performance of streaming media under realistic situations.

3.1.2 Hardware

The streaming media server is a dual processor AMD machine running at 1.6 Ghz. It is equipped with a fast hard drive (7200 rpm and 8MB Cache), high-quality network interface card (100 Mbps), 1 GB of RAM, and is running the Windows operating system supporting the version 9 of Windows Media Services. The client machine is a Celeron machine running at 433 Mhz with 128 MB of RAM running Windows 2000. The routing and measurement machines are all 233 Mhz Pentium MMX machines with 128-256 MB of RAM. Each runs the Gentoo distribution of the Linux operating system, kernel version 2.4.20, and all the binaries on the system are compiled with
Pentium MMX specific compiler optimizations for better performance. A packet capture machine is equipped with several ultra-wide SCSI drives and an off-board SCSI controller card. This machine acts as an NFS server for data and log file storage, but during measurements each machine caches any data locally and transfers the data after the experiment is completed.

3.2 Software

This section discusses the software used in this research. We used NIST Net [NIS], a popular network emulation tool, standard network performance analysis tools, and custom built tools, constructed for our measurements and experiments.

3.2.1 NIST Net emulator

As discussed in the Background section we decided to build a test bed and use emulation to measure the performance of streaming media under a wide range of network conditions. This method of experimentation was selected for several reasons. First, we wanted to examine the performance of real traffic, partly because streaming media traffic generation tools do not exist. Second, we wanted to examine Windows Streaming Media (WSM) specifically, thus we had to have a real version of the server and operating system running. Currently, there exists no way to simulate the behavior of real WSM traffic. Thus we chose to emulate the network to provide fine-grained control over the experimental parameters.

There were several choices of network emulation software packages. Among these, [Lui97] and a wireless emulator [KGM+02], have been used in successful research
publications. NIST Net is Linux based, simple and open source. NIST Net was previously used with success in other research [SGB+03]. At a fundamental level, NIST Net is a kernel module that intercepts packets that match user-defined rules and does some special processing on them, including random packet loss, delay, and duplication. Also capacity constraints and RED like AQM disciplines can be applied, to facilitate the emulation of a wide range of network conditions. Random loss applied to a particular host pair can emulate channel loss on a wireless link, while bitrate limitations could mimic the effect of congestion caused by contention for capacity with other flows that do not actually exist. Thus, a level of realism is lost by emulation. However the level of control afforded to researchers would not be attainable by other means.

NIST Net, by default, uses a mechanism for limiting capacity called Derivative Random Drop (DRD). DRD works in a way very similar to the active queue management technique RED but is simplified considerably to make it easier to implement. DRD effectively limits bitrate use, as would a simple drop-tail scheme, but DRD was chosen because it would not drop bursts of packets. From an emulation standpoint perhaps this is the correct approach. On a real link, if the available capacity is exceeded, packets would get dropped by the congested router in a drop-tail fashion. Since there probably are many flows through the router, the effect is that some packets are dropped from one flow and some from another, an effect that DRD emulates.

However, initial pilot studies showed that DRD, and its accompanying three parameters, were causing odd behavior including under utilization. In our research we did not want to tune these three parameters, since we were not interested in perfor-
mance of DRD. Thus we chose to implement drop tail in NIST Net. This is more representative of last-hop routers where congestion is likely to occur on real end-user Internet connections.

At a very low level, the way that NIST Net works is as follows. On every packet arrival NIST Net checks to see if the packet matches any of the rules that user entered into the interface. If not, the packet is sent through the normal kernel routing table. If there is a match, NIST Net marks a portion of the sk_buff kernel data structure which represents a packet. Next, the random delay, duplication and drop is applied. In the case of delay the packet is placed inside a kernel data structure which schedules the transmission of packet delayed by the emulator, due to a random delay, or queuing delay due to a link capacity limitation. Drops can also occur due to exceeding the queue length, but the random drop probability is applied under all conditions. When the time in the scheduler has passed, the packet is placed back on the interface it originally was received upon. Finally, NIST Net sees that it already has processed the packet and forwards it though the normal kernel routing table. This operation results in duplicate captures of each packet when packet capturing software is running on the router itself. This was part of the motivation for having two separate measurement machines in the test bed to capture the traffic flowing in and out of the router. NIST Net also provides performance data and we wrote a script which collects the data at discrete intervals for analysis purposes.


3.2.2 Measurement Tools

When the content is streaming from client to server, the program tcpdump [JLM] was originally run on the routing machine to log the packets being transferred. However, we found that the routing machine was not able to keep up with the packet capturing load and subsequently added the separate packet capture machines. Capturing and saving packet data allowed later analysis using the open-source program ethereal [Com] to measure packet size and throughput. Client side measurements also were made using the program MediaTracker developed in previous work [LCK02]. MediaTracker allowed several performance statistics to be measured with respect to time: bitrate of the clip being received, buffering progress, and the reception quality - a percentage of packets received in the last 30 seconds. NIST Net has facilities for capturing per-connection statistics such as the number of dropped packets, bitrate, and total bytes sent. Finally, we used a set of custom analysis tools to measure characteristics of streaming media that have an impact on network performance, for example, packet interarrival time and burst length distributions.

3.2.3 Experimental Scripts, Parsing, and Analysis Tools

We created several custom software tools to help us in our experiments. First, we wrote a perl script which processed the packet capture output. This perl script measured bitrate over time and summary statistics, such as average packet size, and interarrival time. Furthermore, the tool parsed the output from MediaTracker to aid in determination of the buffering stage of the content. The packet capture parsing tool examined the output file and found the length of time taken by MediaTracker to
report that the buffer was 100% full. Next, the tool found the RTSP PLAY message in the packet capture file and considered the time of this message plus the length of buffering to be the buffering period and reported some statistics before and after the buffering stage was completed.

Next, we created another perl tool which automated the experimental setup. Basically, this tool allowed a range of parameters to be input and the number of experiments to repeat to obtain statistical confidence. With these tools in place we were able to hypothesize based upon results of simple measurements using basic test bed configurations, then repeat for statistical significance and vary parameters to understand the performance under a range of conditions.

Once the experimental setup was in place we ran several pilot studies and examined the preliminary results. As is often encountered in network measurements, we were initially overwhelmed by the sheer amount of the measurement data collected. Using Microsoft Excel we visualized the results in some straight-forward ways. However, we found that having a separate perl script and external visualization tool was cumbersome. Thus, the perl script was combined with the open source program Gnuplot to allow rapid processing and visualization of the measurement data.

### 3.3 Encoding

In order for operating systems to play multimedia content, a player typically must be installed. The player is software that can process certain types of specially formatted multimedia files. The format of these files is created by the content encoding software. This encoding software, typically provided for free with the streaming media server,
processes existing multimedia files or raw data streams from rendering software or
digital video cameras and outputs a multimedia file in the particular format specified
by the codec. The codec also includes specifications of compression techniques and
parameters, that are not discussed in detail here. This section presents content types
used in prior work, the process of encoding Windows Media content, and the selection
of bitrates.

3.3.1 Content Types

The content to stream from the server can be varied in a number of ways. These
variations include size of video, audio quality, and amount of motion. Content types
in previous studies [CWVL01, VAM+02, AS98, dMSK02, CCZ03, WCZ01, MH00,
LCK02] included live video of a reality show in Brazil, sports clips, commercials,
music videos, news, and movie trailers. In order to be streamed from a Windows
Media Server, the content must be encoded using the Windows Media Encoder into
the Windows Media file format. During the encoding process a large number of
parameters can be tuned, including content bitrate, frame rate, audio settings, and
frame size.

3.3.2 Windows Media Encoding Process

Upon initially starting the Windows Media Encoder the user can choose to run one
of the provided “Wizards”. The types of Wizards include converting an existing
media file to the Windows Media file format, capturing content from a device, etc.
Choosing a Wizard automates setting up the encoding process by first requiring the
user to choose from several distribution methods. The option that is at the center of this research is labeled *Windows Media Server (streaming)*. Once this option has been selected, the user can choose how to encode the content. However, the default selections are multiple bitrates video and multiple bitrates audio. Additionally, the Wizard provides several default bitrates to choose from for the encoded content, ranging from 1128 Kbps to 28 Kbps. The difference between bitrates is the adjustment of several parameters such as audio sampling rate, video output size, and frame rate.

### 3.3.3 Selected Bitrates

According to the documentation on intelligent streaming, content should be encoded into several bitrates. This may play a significant role in how responsive the streaming media is to congestion. The stream can only be responsive to congestion if the content contains appropriate bitrates to choose from. Otherwise the server will thin the stream when congestion is encountered. To test this hypothesis, multiple encoded versions of the same original content were created and placed on the media server, using the default encoder settings:

- Ten single bitrate clips with encoded rates of 1128, 764, 548, 340, 282, 148, 109, 58, 43, 28 Kbps.
- One multiple bitrate clip with all ten of the default encoded rates.
- Starting with the 1128 Kbps clip we added the next highest bitrate to create a multiple bitrate clip containing 2 bitrates (1128, 764). Next, we created a clip with the next highest bitrate for a total of 3 bitrates (1128, 764, 548). This
process was continued for all of the remaining bitrates, resulting in a set of 10 clips where the number of bitrates increased by the next highest bitrate until all 10 bitrates were included in the clip.

- Next, we repeated this process but started with the 28 Kbps clip and iteratively added the next lowest bitrate, i.e. (28, 42). This process resulted in another set of 10 clips where the number of bitrates increased by the next lowest bitrate until all 10 bitrates were included in the clip.

- Several additional multiple bitrate clips containing two or three bitrates.

3.4 Independent Variables and Network Parameters

With the streaming media test bed in place, we were able to setup finely controlled and reproducible experiments. These experiments, were designed to control network level characteristics such as capacity constraints and loss rates. We also were able to control the content on the server and the network and application protocols used to stream the media. This coupled with our measurement methods allowed us to characterize the responsiveness of streaming Windows Media under a variety of scenarios.

First, the round-trip time in the testbed was fixed at 45 ms, a setting reasonable in light of prior measurement results [LR01, Pax99, All00]. We vary the loss rates in our experiments in small increments over the range of rates that are typically found in the Internet (less than 5%), but increase them to very high loss rates (20%), (again, in light of previous measurement results [LR01, Pax99, All00]). Next, capacity constraints were chosen to reflect typical end-user Internet connections: 250 Kbps
(low-speed broadband), 725 Kbps (Cable/DSL), 1.5 Mbps (High-end DSL).

In order to enable the capacity constraints on the NIST Net router we also had to choose the maximum queue length parameter for use in the drop-tail queue. We examined some previous work to find some justification for the setting of this parameter. In [FA99], they stated that the maximum queue length should be set to be at least the capacity-delay product. In [CJOS00] they compare RED and drop tail queues. Besides motivating a setting between 7-135 ms for round-trip time they further strengthen the fact that the queue length should be at least the capacity-delay product. The authors of [CJOS00] also point out that the queue length parameter setting has been discussed many times on networking research mailing lists, which we can support from our own personal experience as subscribers on the IETF end-to-end mailing list. In [CJOS00] they discuss how varying this parameter balances a tradeoff between latency, utilization, and throughput. They find that if the queue length is too long the latency increases sharply, while when it is too low the flows may timeout. From our pilot studies, we supported these claims. However, we found that setting the maximum queue length to only the capacity-delay product resulted in frequent oscillations in throughput and unpredictable behavior during a 60 second run. Thus, we iteratively increased the queue length parameter until we found the throughput stabilized and kept this queue length parameter for all of the experiments. The experiment results are reported in the next section.

The authors in [CJOS00] discuss how they let the flows “warm-up” before starting measurement, usually about 20 minutes of each run. We found that we only needed to let TCP warm-up for 10 seconds for it to achieve full link utilization. To obtain
this result, we initiated a TCP flow with iperf [NLA] over a link with a very high latency, 1000 ms, and a very low capacity, 140 Kbps. These network settings have the effect of making the TCP flow more fragile than any of the TCP flows in our experiments. Thus, these results give us the worst-case performance. We separately ran three TCP flows over the link, Figure 2 shows the bitrate versus time for the beginning of each of the three flows. We see that in each case, after 10 seconds has elapsed the TCP flow has warmed-up and is using the full link capacity. Thus, in our experiments allowing the TCP flows to warm-up for this long is sufficient.
4 Results

The first set of experiments is designed to illustrate the fundamental behavior of Windows Streaming Media (WSM). We stream single bitrate clips and examine their performance in detail. Next, we experiment with the effects of different content encoding parameters, specifically, the number and selection of bitrates contained in multiple bitrate clips. Finally, we examine the behavior of WSM over a range of loss and latency settings.

4.1 Single Bitrate Clips

Our first experiment was to examine the basic behavior of WSM. First, we establish the network characteristics for this experiment. The bottleneck capacity is constrained using the NIST Net router to that of a typical cable Internet connection, 725 Kbps, and the latency is set to a reasonable value that might be found on the Internet, 45 ms (as discussed in Section 3.4) and [LR01, Pax99, All00]. In these experiments no packet loss is induced. The WSM clip contains a single bitrate, 340 Kbps, roughly half of the fair share of the available capacity. We use iperf [NLA] to initiate a TCP transfer over the link which is allowed to “warm-up” for 10 seconds before a 60 second WSM clip is streamed concurrently. The TCP transfer is not meant to induce congestion on the link, but rather it serves a basis for comparison to the WSM flow.

The bitrate over time for both the TCP and WSM flows are shown in Figure 3. After the RTSP stream is initialized by the sending of the SETUP and DESCRIBE messages, as discussed in Section 2.2.1, there is a short period (about 5 seconds)
Figure 3: Bitrate versus Time for a 340 Kbps Clip.

Figure 4: Loss Ratio versus Time for a 340 Kbps Clip.

where no data is sent. Then, the WSM clip streams at 500 to 600 Kbps for about 10 seconds while building up the initial content playout buffer. Finally, the WSM clip streams at roughly the fair-share bitrate of 340 Kbps. This result shows that WSM flows cannot be modeled as simple “fire-hose” CBR flows, as is done by many researchers. Instead, an accurate bitrate distribution characterizing streaming media should include a prominent buffering period, followed by a steady-state playout phase, with possibly markedly different bitrates. In later experiments, this result motivates separate examination of each of these phases.

The loss rate experienced by each of the flows is shown in Figure 4. Here, the loss rate experienced by both flows during the buffering period is very high, reaching almost 40%. Initially when we first saw these results we were concerned that our network setup was somehow influencing the results. A loss rate of 40% seemed much to high, we hypothesized that the queue length parameter of 80 packets at the NIST Net router might be causing such a high rate. To quantify the effects of the queue length parameter we devised the following experiment. With the same network configuration of the previous experiment we stream a 548 Kbps clip concurrently with a TCP flow.
We quantify the buffering period using the process described in Section 3.2.3, allowing measurement of the average bitrate and loss rates during both the buffering and post-buffering period. We measure these quantities as we iteratively increase the queue length parameter to determine any possible correlation between maximum queue length and flow performance.

The average bitrate and aggregate loss rate during the buffering period versus the maximum queue length parameter are shown in Figures 5 and 6, and during the post-buffering period in Figures 7 and 8. Each point represents the average of three runs and the bars show the standard deviation of these three samples. The results show
that performance is similar for all queue lengths above 60 packets. Results remain the
same for larger queue sizes while the variation of the samples is lower than for queue
sizes less than 60 packets. This is an effect of the bursty nature of the WSM traffic
which induces the loss at the router, which is somewhat random at lower queue sizes
resulting in unpredictable behavior. Thus, our setting of 80 packets is appropriate
for our experiments as it is beyond the “knee” of this queue size curve.

The results shown in Figure 3 suggest that after the buffering period, WSM is in
fact TCP-friendly as it consumes roughly half of the available capacity. However, this
is not facilitated by Intelligent Streaming or any protocol decision, as described in
Section 2.3. Instead, it is a result of the fact that the clip is not encoded at a higher
bitrate. To illustrate this fact, we repeated the experiment but with a higher bitrate
clip, 540 Kbps, higher then the fair-share of capacity. The streaming of a clip higher
then the fair-share could occur if there was heavy congestion present in the network,
the user made the wrong choice from the selection of bitrates available, or the content
producer failed to encode and provide the video at a suitable bitrate.

The results with this 540 Kbps bitrate clip are shown in Figures 9 and 10. In
this experiment the streaming flow clearly consumes more than its fair share of the available capacity. In this case, the ideal streaming media server would have made use of the Intelligent Streaming feature to “thin” the stream and send fewer video frames to lower the bitrate in response to limited network resources. However, this is not the case since, the TCP flow does not receive its fair share of the available capacity. Furthermore, during the buffering period there are times when both flows experience heavy packet loss.

If we stream an even higher bitrate clip, say 1128 Kbps, Figures 11 and 12 show that there is some response by WSM to severe network congestion it imposes. Some
time into the streaming of the 1128 Kbps clip the bitrate is changed to a much lower one, but the fair-share bitrate is undershot in this case. Examination of the offered load during this experiment, shown in Figure 13, reveals that WSM initially attempts to respond to the packet loss by offering more traffic, resulting in a bitrate much higher then the content encoded rate, and packet loss rates of over 80%!

Next, we seek to quantify the relationship of the response of WSM to network conditions in the case of single bitrate clips further. To achieve this 10 single bitrate clips of increasing bitrates are streamed one at a time over a network link with varying capacities. First, we set the link capacity to that of a typical low-speed broadband connection (250Kbps), then to a cable connection (725 Kbps), and finally a high-end DSL or T1 connection (1.5 Mbps). In all experiments there is no loss induced by the NIST Net router and the base network latency is fixed at 45 ms.

We report the results of these experiments from two perspectives: during the buffering period and after the buffering period. The results are shown in terms of bitrates and loss rates versus content encoded bitrate in Figures 14 - 19 for the buffering period, and in Figures 20 - 25 for the post-buffering period. Figures 26 - 31 show the lengths in seconds of the buffering and post-buffering periods. Note that the lengths of these periods are how long the traffic actually flowed, not the playback duration. These lengths may be different because when traffic stops flowing from the streaming server to the client the player has content stored in the buffer that it must playback. Thus, the playback duration may be slightly longer then the post-buffering period length.

The results in Figures 14 - 19 illustrate that during the buffering period WSM
has little regard for the network. The buffering rate increases along with the content encoding rate until the encoding rate exceeds the bottleneck capacity. After this point the loss rate grows, almost reaching 80% in some cases. If the network has sufficient capacity, for example in Figure 16, the loss rate does not grow as large, but is still significant.

There is an interesting trend in Figure 17. For the single bitrate clip encoding as you go from left to right, the loss rate is increasing up until the content reaches the 548 Kbps encoding rate, where there is a “dip” in the measured loss rates, then it increases again. Clearly, the behavior of WSM during buffering changes between the 340 Kbps and 548 Kbps encoding rates. The achieved bitrates during buffering for the 340 Kbps clip and 548 Kbps clip are similar. This is not what we would expect, as the trend for lower bitrates indicates that the buffering rate increases with encoding rate. For the clips encoded at rates below 548 Kbps, WSM buffers them at 2 - 4 times the encoding rate. However, for the 548 Kbps clip, it appears to buffer it at the encoding rate. Perhaps, WSM has detected that the network cannot support a higher rate. We leave further exploration of this detection as future work.

Further evidence that there is different behavior during buffering when streaming at these two bitrates is that the packet burst rate distributions are different. Figures 32 and 33 show the CDF of interarrival times during and after buffering for a particular experiment when streaming the 340 Kbps and 548 Kbps clip. We measure these interarrival times before the traffic reaches the NIST Net router, so there are no effects of queueing delay on these distributions. From these figures, we see that the packet interarrivals during buffering of both clips is somewhat bursty, which is
indicated by more than 90% being sent within a few milliseconds of each other. However, during buffering it appears that the packets comprising the 340 Kbps clip are sent about 0.5 ms closer together than for the 540 Kbps clip.

The CDF’s shown in Figures 32 and 33 fail to convey the entire range of interarrival times. Therefore, we graph the CCDF of interarrival times, shown in Figures 34 and 35. These distributions show us approximately how far apart the bursts arrive. In Figure 35 we see that during post-buffering, the bursts of packets arrive about the same distance apart for both the 340 and 548 Kbps clip. However, in Figure 34 we see that the bursts of packets from the 340 Kbps clip arrive somewhat closer together during buffering, about 300 ms apart, while for the 548 Kbps clip the bursts of packets are slightly more spread out, about 475 ms apart. These results can be confirmed visually by looking at the arriving packet sequence numbers versus time.

We graph the RTP packet sequence number versus time for the 340 Kbps and 548 Kbps clip in Figures 36 and 37. Here we see that the bursts for the 548 Kbps clip are somewhat larger, but the time between them is larger than for the 340 Kbps clip. The “spikes” in Figure 36 are out-of-order received sequence numbers that are a result of retransmission of lost packets. The result of this traffic pattern for the 340 Kbps clip are losses at the NIST Net router because of the per-packet drop-tail queue. A possible explanation of this behavior is that at the lower bitrate WSM simply shortens the transmission time between packets bursts to buffer more quickly.

Thus, during the buffering period WSM is unresponsive to network conditions and congestion. However, the behavior of WSM is different during the period after buffering. The results during the post-buffering period are shown in Figures 14 - 19.
Here we see that there is some response of WSM to limited network resources. In particular, in the case of a low-speed broadband connection, 250 Kbps, shown in Figures 14 and 15, reveal that the bitrate of WSM during the post-buffering period increases linearly until the encoded bitrate reaches the bottleneck capacity. After this point, as the content bitrate increases the loss-rate also increases to almost 40%, but the content is eventually thinned and uses less than its fair share of the capacity. In Figure 14 the data points for WSM and TCP show a different relationship than the preceding bitrates. The explanation for this phenomenon is that the thinning of the stream does not take place directly after the buffering period. Thus, in the case of the highest encoded bitrate clip, the average over the entire post-buffering period is correspondingly higher, since the clip encoding is so much higher than the other clips. It is at this rate that WSM attempts to stream the clip before thinning.

Thus, measurement of a simple average over the entire post-buffering period misses some of the behavior of the WSM flow, particularly when this thinning occurs. Earlier, in Figures 9 and 10 we looked at the behavior of a 540 Kbps bitrate clip when the bottleneck capacity was 725 Kbps. Figures 38, 39, and 40 show the bitrate, loss rates, and offered load when the same clip is streamed over a 250 Kbps link. Here we see that the clip streams for almost 40 seconds at the 548 Kbps bitrate, inducing massive amounts of packet loss (over 80%), but eventually the stream is thinned, only requiring about 50 Kbps of capacity. The graph of the offered load shows that WSM initially responds to the packet loss by resending packets, resulting in even more offered traffic. These graphs tell us two things. First, by looking at an average of bitrate over time, WSM may appear to be TCP-friendly, but there are periods
where it is very unfriendly followed by periods where WSM is very friendly. Second, the bit rate of the WSM flow must be examined along with the corresponding loss rate over the same period to seek insight into the true behavior of WSM. Thus, in the case of Figures 14 and 15, we found that the while the bit rate was low and “TCP-friendly” there were high amounts of packet loss, meaning that there were times when WSM was very “un-friendly.”

For a higher bottleneck capacity, such as 725 Kbps, Figures 16 and 17 show the behavior is similar to the lower capacity case that is discussed above. We find that the bit rate during the post-buffering period increases linearly as the encoded bit rate increases until the bottleneck capacity is exceeded, after which the loss rate increases and eventually the content is thinned in response to the network congestion. When the link capacity is even larger, 1.5 Mbps, shown in Figures 18 and 19, there are not any clips in the experiments that exceed the bottleneck capacity. Thus, the post-buffering rate increases linearly with the content encoding rate.

Figures 26 - 31 show the length in seconds of the buffering and post-buffering periods. In all cases, the length of the buffering period increases approximately linearly with the content encoding rate. Due to thinning, the length of the post-buffering period decreases when the content encoding rate exceeds the bottleneck capacity. When the encoding rate is less than capacity, the post-buffering period length is about the same, regardless of encoding rate.
Figure 14: Average Bitrate During Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 15: Aggregate Loss Ratio During Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 16: Average Bitrate During Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 17: Aggregate Loss Ratio During Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 18: Average Bitrate During Buffering Period - 1.5 Mbps Bottleneck Capacity.

Figure 19: Aggregate Loss Ratio During Buffering Period - 1.5 Mbps Bottleneck Capacity.
Figure 20: Average Bitrate After Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 21: Aggregate Loss Ratio After Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 22: Average Bitrate After Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 23: Aggregate Loss Ratio After Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 24: Average Bitrate After Buffering Period - 1.5 Mbps Bottleneck Capacity.

Figure 25: Aggregate Loss Ratio After Buffering Period - 1.5 Mbps Bottleneck Capacity.
Figure 26: Length of Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 27: Length of Post Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 28: Length of Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 29: Length of Post Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 30: Length of Buffering Period - 1.5 Mbps Bottleneck Capacity.

Figure 31: Length of Post Buffering Period - 1.5 Mbps Bottleneck Capacity.
Figure 32: CDF of Interarrival Times During Buffering.

Figure 33: CDF of Interarrival Times After Buffering.

Figure 34: CCDF of Interarrival Times During Buffering.

Figure 35: CCDF of Interarrival Times After Buffering.

Figure 36: Packet Sequence Number Versus Time for 340 Kbps Clip.

Figure 37: Packet Sequence Number Versus Time for 548 Kbps Clip.
Figure 38: Bitrate versus Time for a 548 Kbps Clip.

Figure 39: Loss Ratio versus Time for a 548 Kbps Clip.

Figure 40: Bitrate versus Time for a 548 Kbps Clip.
4.2 Multiple Bitrate Clips

We ran our next set of experiments to determine the effects of multiple encoded bitrates, or scaling levels contained in the clip. The documentation related to Intelligent Streaming [Bir00] and prior work [CCZ03] suggests that the responsiveness of streaming media may be coupled with the number of encoded bitrates contained in the content. First, we ran an experiment with the bottleneck capacity set to 725 Kbps, the latency to 45 ms, and no induced loss. We stream two sets of multiple-bitrate clips with one set containing clips with 3 encoding levels and the other with only 2.

The first set of clips contains content encoded with 3 scaling levels. To choose the bitrates we started with the three highest bitrates, (1128,764,548) Kbps, then we removed the highest and added the next lowest, thus the remaining three are: (764,548,340) Kbps, (548,340,282) Kbps, (340,282,148) Kbps. Figures 41 - 44 show the bitrates and loss rates for both the buffering and post-buffering periods versus the content encodings. These results show that during the buffering period, if the clip contains the 548 Kbps bitrate it is the one chosen by WSM to stream. If the 1128 or 764 Kbps bitrate is present and was chosen then we would expect the bitrate during the buffering period to be higher. The rates for the 548 and 340 Kbps clip during buffering are similar, which explains the similarity in when the 548 Kbps bitrate is not present in the clip. During the post-buffering period, the 548 Kbps rate is always chosen if present. This result makes sense because according to Figure 22 WSM thinks that this is a suitable bitrate for the network conditions as it does not attempt
to thin it in the previous experiment. If the 540 Kbps bitrate is not encoded in the clip, the next highest bitrate, 340 Kbps, is chosen.

![Figure 41: Average Bitrate During Buffering Period - Clips containing 3 bitrates.](image1)

![Figure 42: Aggregate Loss Ratio During Buffering Period - Clips containing 3 bitrates.](image2)

![Figure 43: Average Bitrate After Buffering Period - Clips containing 3 bitrates.](image3)

![Figure 44: Aggregate Loss Ratio After Buffering Period - Clips containing 3 bitrates.](image4)

We exercised more creativity in the selection of bitrates to encode into the content used in the next set of experiments. We could not run an experiment for every possible combination of bitrates so we had to pick only a few. Thus, we chose two bitrates for each clip, one rate that was above the bottleneck capacity and the other below it. This was to determine if WSM would choose the higher bitrate and thin it, or just stream the lower bitrate. Figures 45 - 48 show the results. We see that in all cases WSM chooses the lower bitrate. This is confirmed by comparing the measured bitrates with
those of the single bitrate clips encoded at the same rate, which correlate well. After the buffering period, Figure 47 shows that the achieved bitrate of the WSM flow is slightly higher than that of the single bitrate clip. For example, the clip with the 1128 and 340 Kbps encoding rates achieves a bitrate of approximately 425 Kbps, while as shown in Figure 22, a single bitrate clip encoded at 340 Kbps achieves about 340 Kbps. Examination of the Windows Media Encoder settings revealed that the audio portion of the stream at the 1128 Kbps bitrate was 128 Kbps while at the 340 Kbps rate the audio bitrate was 40 Kbps. Thus, WSM chooses the audio stream belonging to the 1128 Kbps rate, but the video stream belonging to the 340 Kbps rate, for a total bitrate of 428 Kbps.

Once we had investigated some simple cases of multiple bitrate clips we sought to thoroughly explore the relationship between the number of bitrates contained in the content and responsiveness. To achieve this we created two sets of multiple bitrate clips. In the first we started with a clip that contained the highest bitrate (1128 Kbps). Next, we added the next highest bitrate to create a clip with two bitrates (1128, 764 Kbps). We iterated this process to produce a total of 10 clips, where each successive clip had the next highest bitrate not in the clip. Thus, the last clip contained all 10 bitrates (1128, 764, 548, 340, 282, 148, 108, 58, 43, 28 Kbps). The other set of clips were created in a similar manner, except we began with the lowest bitrate and iteratively added the next lowest bitrate.

The network latency was set at 45 ms each way and there was no induced loss in all of the experiments. We varied the bottleneck capacity between 250 Kbps, 725 Kbps, and 1500 Kbps. Again, we report our results in relation to the buffering and
post-buffering periods. For the set of clips with the decreasing lowest encoded rate, Figures 49 - 54 show the results for the buffering period, and Figures 55 - 60 show the results for the post-buffering period. In the experiments with a low bottleneck capacity, WSM chooses a bitrate that is lower than the capacity if it is available, otherwise it chooses the lowest one available. This is shown by the decrease in loss rate as the clip contains increasing lower bitrates.

Since this decision to send a lower available bitrate is made before streaming is initiated, RTCP reports are not used to convey network conditions back to the server. We looked at the packet traces during these experiments and found that after
the initial RTSP SETUP message was sent, a SET PARAMETER message was sent from the client to the server with the type field specifying "high-entropy-packetpair." Then, a few hundred milliseconds later, three RTP packets were sent very closely together. Finally, a few seconds later the actual video and audio streams were initialized with SETUP messages. We conclude that WSM is using two packet-pair estimates to determine available network capacity. We examined all of the packet traces and found that these packet-pairs are only sent out just prior to streaming, not during steady state playout, thus WSM uses RTCP reports during the actual session. Examination of the packet traces reveal that these RTCP reports are normally sent infrequently. However, during periods of packet loss the reports are very frequent, sometimes more than ten per second. Perhaps this is the mechanism the client uses to request retransmission of lost packets.

Similar results are seen for the other bottleneck capacities. In the 725 Kbps bottleneck capacity case WSM chooses the 548 Kbps rate, even if a lower bitrate is included in the clip, which is in accord with the results of previous experiments. Figure 53 shows interesting behavior when the lowest bitrates are added into the content, the sending rate increases as they are added and the corresponding loss rate is higher. Examination of the packet traces reveals no insights, but perhaps WSM sends additional data in the form of an extra bitrate to facilitate faster changes to a lower bitrate if appropriate. After buffering WSM again receives slightly more capacity for a particular encoding rate then the corresponding single bitrate clip. For example, in Figure 57 WSM chooses the 548 Kbps encoding rate when it is contained in the clip and receives slightly more than 600 Kbps of capacity. The 548 Kbps bitrate contains
a 500 Kbps video stream and a 48 Kbps audio stream. WSM chooses the 128 Kbps audio stream contained in the 1128 Kbps clip and the 500 Kbps video stream from the 548 Kbps clip for a total of about 628 Kbps.

For the set of clips with the increasing highest encoded rate, Figures 61 - 66 show the results for the buffering period, and Figures 67 - 72 show the results for the post-buffering period. The results for these experiments are similar to those for the other set of MBR clips. During the buffering period, WSM chooses the largest bitrate that will fit the bottleneck capacity, thus ignoring other competing traffic. In the post-buffering period WSM chooses the bitrate that was the last before thinning was performed in the single bitrate clip experiments. For example, at the 750 Kbps bottleneck capacity, shown in Figure 69, once the clip contains the 548 Kbps bitrate it is always chosen, otherwise it selects the next highest available. Unfortunately, as we saw earlier, when streaming the 548 Kbps clip, WSM receives an unfair share of capacity.
Figure 49: Average Bitrate During Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 50: Aggregate Loss Ratio During Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 51: Average Bitrate During Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 52: Aggregate Loss Ratio During Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 53: Average Bitrate During Buffering Period - 1.5 Mbps Bottleneck Capacity.

Figure 54: Aggregate Loss Ratio During Buffering Period - 1.5 Mbps Bottleneck Capacity.
Figure 55: Average Bitrate After Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 56: Aggregate Loss Ratio After Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 57: Average Bitrate After Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 58: Aggregate Loss Ratio After Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 59: Average Bitrate After Buffering Period - 1.5 Mbps Bottleneck Capacity.

Figure 60: Aggregate Loss Ratio After Buffering Period - 1.5 Mbps Bottleneck Capacity.
Figure 61: Average Bitrate During Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 62: Aggregate Loss Ratio During Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 63: Average Bitrate During Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 64: Aggregate Loss Ratio During Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 65: Average Bitrate During Buffering Period - 1.5 Mbps Bottleneck Capacity.

Figure 66: Aggregate Loss Ratio During Buffering Period - 1.5 Mbps Bottleneck Capacity.
<table>
<thead>
<tr>
<th>Loss Ratio</th>
<th>Bitrate (Kbps)</th>
<th>WSM</th>
<th>TCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>600</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 67: Average Bitrate After Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 68: Aggregate Loss Ratio After Buffering Period - 250 Kbps Bottleneck Capacity.

Figure 69: Average Bitrate After Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 70: Aggregate Loss Ratio After Buffering Period - 725 Kbps Bottleneck Capacity.

Figure 71: Average Bitrate After Buffering Period - 1.5 Mbps Bottleneck Capacity.

Figure 72: Aggregate Loss Ratio After Buffering Period - 1.5 Mbps Bottleneck Capacity.
4.3 Induced Loss

In these experiment we use the NIST Net router to induce loss on the network link, emulating the effect of congestion in the network. We fix the bottleneck capacity at 725 Kbps and latency at 45 ms. First, we stream the 548 Kbps clip because it is the rate just before WSM will begin to thin a single bitrate clip when the capacity is 725 Kbps. We vary the loss from 0% to 20% which includes the range of loss rates seen on the Internet [LR01, Pax99, All00]. Figures 73 - 76 show the results. We see that as the loss rate increases, the TCP flow backs off, while the WSM flow uses the additional available capacity during buffering and increases its sending rate to compensate for the high loss rate. The packet loss rates during buffering are very high because they are the cummulative effect of WSM’s self-induced drops in addition to the loss rate that NIST Net is imposing. For the post-buffering stage we see that loss rates between 3% and 5% cause WSM to thin the stream in response to the higher loss rate. After 5% additional losses do not effect the behavior of WSM.

Next, we stream a multiple bitrate clip, containing the following bitrates: 548, 340, 282, 148, 106, 58, 43, and 28 Kbps. We include these lower bitrates so that instead of thinning, perhaps WSM can choose one of these lower bitrates when the loss rate increases. Again, we vary the loss from 0% to 20%. Figures 77 - 80 show the results. The bitrate during the buffering stage is the same as in the prior experiment. However, during the post-buffering period WSM chooses a lower bitrate for loss rates greater then 5% instead of thinning the 540 Kbps rate. We see that for a lower loss rate of 3% WSM sometimes keeps streaming the higher bitrate, but other times
chooses to send the lower rate.

For the final set of induced loss experiments we wanted to examine the behavior of WSM if the loss rate suddenly changes during the playout of the clip. We ran a similar experiment as before by streaming a 548 Kbps clip. However, instead of setting the loss rate at the beginning of the experiment, we waited 15 seconds after the start of streaming before setting the NIST Net router to induce loss. Figures 81 - 82 show the bitrates during and after buffering. We see that WSM does not react to the sudden increase in loss rate.
If we induce loss during buffering and for a short time into the playback of the clip and then stop inducing loss we see that WSM also does not respond to this decrease in loss rate. The results are shown in Figures 83 - 84.

![Figure 77: Average Bitrate During Buffering Period - Multiple Bitrate Clip - Induced Loss.](image1)

![Figure 78: Aggregate Loss Ratio During Buffering Period - Multiple Bitrate Clip - Induced Loss.](image2)

![Figure 79: Average Bitrate After Buffering Period - Multiple Bitrate Clip - Induced Loss.](image3)

![Figure 80: Aggregate Loss Ratio After Buffering Period - Multiple Bitrate Clip - Induced Loss.](image4)
Figure 81: Average Bitrate During Buffering Period Single Bitrate Clip - Induced Loss Started At 15 Seconds.

Figure 82: Average Bitrate After Buffering Period Single Bitrate Clip - Induced Loss Started At 15 Seconds.

Figure 83: Average Bitrate During Buffering Period Single Bitrate Clip - Induced Loss Stopped At 15 Seconds.

Figure 84: Average Bitrate After Buffering Period Single Bitrate Clip - Induced Loss Stopped At 15 Seconds.
4.4 Induced Latency

In the final set of experiments we seek to determine the effects of increasing latencies on the performance of WSM. We fix the bottleneck capacity at 725 Kbps and latency at 45 ms. While streaming a single bitrate 548 Kbps clip we vary the latency on the network link between the streaming server and client from 150 ms to 1350 ms. This wide range of round-trip times includes those experienced on end-user Internet connections [LR01, Pax99, All00]. Figures 85 - 88 show the results of these experiments. We see that as the round-trip time increases behavior of the WSM flow changes. We see that the loss rate increases dramatically during the buffering period, and as a result the post-buffering bandwidth decreases as WSM responds to the loss rate. However, these measurements are a result of the static queue length parameter at the NIST Net router. When the latency is increased, more packets must be enqueued at the router to impose the artificial delay, thus, the average number of packets in the queue is higher than at lower latencies.

Therefore, we ran an additional set of experiments where the queue length parameter was increased as a function of the latency on the link. Initially, for 45 ms of one-way latency we set the maximum queue length to be 20 times the capacity-delay product (80 packets). We use this same formula for the higher latencies instead of a statically set queue length. Figures 89 - 92 show the results for a multiple bitrate clip with 548, 340, 282, 148, 106, 58, 43, and 28 Kbps encoded bitrates. The results for a single bitrate clip are the same. The WSM flow does not react differently at varying levels of latency, except to achieve a higher bitrate since TCP makes some capacity
available at very high latencies.

Figure 85: Average Bitrate During Buffering Period - Single Bitrate Clip - Induced Latency.

Figure 86: Aggregate Loss Ratio During Buffering Period - Single Bitrate Clip - Induced Latency.

Figure 87: Average Bitrate After Buffering Period - Single Bitrate Clip - Induced Latency.

Figure 88: Aggregate Loss Ratio After Buffering Period - Single Bitrate Clip - Induced Latency.
Figure 89: Average Bitrate During Buffering Period - Multiple Bitrate Clip - Induced Latency - Dynamic Queue Length.

Figure 90: Aggregate Loss Ratio During Buffering Period - Multiple Bitrate Clip - Induced Latency - Dynamic Queue Length.

Figure 91: Average Bitrate After Buffering Period - Multiple Bitrate Clip - Induced Latency - Dynamic Queue Length.

Figure 92: Aggregate Loss Ratio After Buffering Period - Multiple Bitrate Clip - Induced Latency - Dynamic Queue Length.
5 Conclusions

The results of our experiments lead us to make some conclusions about the overall performance or Windows Streaming Media (WSM) and its responsiveness to congestion. First, due to the prominent buffering period WSM cannot be modeled as a simple CBR flow. An accurate bitrate distribution for WSM includes a buffering stage and post-buffering stage where the actual bitrate is dependent on the encoding bitrate of the content and the network conditions. Moreover, an accurate model of WSM must include the bursty nature of packet transmission, especially during buffering for some encoded bitrates. The buffering behavior also leads us to conclude that there are periods when WSM can be very TCP-unfriendly, but there are times when WSM is more than TCP-friendly, consuming less then the fair-share of capacity. Looking at a simple average bitrate over time over the length of the entire clip may not reveal the true nature of WSM and may miss the buffering period where WSM can induce loss the network.

A main goal of this research was to examine the effects of the content encoding parameters on the responsiveness of WSM in order to understand what streaming server administrators and content producers themselves can do to influence the responsiveness of WSM. Since our previous work [LCKN03] found that most of the media clips currently on the Web contain just a single bitrate we make some conclusions based on our initial set of experiments. When streaming single bitrate clips, WSM responds to capacity only when the encoding rate is less than estimated capacity. Otherwise, WSM still attempts to buffer at the encoding rate and high loss
rates are induced. During playout, WSM responds to available capacity by thinning and discarding frames if necessary. Furthermore, if the encoded bitrate is less than capacity, WSM still responds to high loss rates (5%) as long as the loss is present at the start of streaming. However, there are some encoding rates where WSM will receive more than a fair share of the available capacity.

For multiple bitrate clips, WSM responds to capacity during buffering only when the content contains a suitable bitrate to choose. This chosen bitrate is the largest that capacity allows, which may mean WSM is unfair to TCP. Otherwise, WSM still tries to buffer at the smallest encoding rate available, again resulting in high amounts of loss. During playout, WSM is responsive to available capacity, either because it chose the proper encoding rate, or because it thins if the proper rate is not encoded in the clip. Again, if there was a bitrate included in the clip that was less than the capacity WSM chooses that rate, which may be unfair to TCP. Our results show that content producers can help WSM be more responsive to congestion by encoding several bitrates into their content. However, multiple encoded bitrates are not a panacea for making WSM TCP-friendly and ensuring fairness. But during the buffering period in particular, multiple bitrates do help WSM behave in a more reasonable fashion.

From a network level standpoint, WSM exhibits some undesirable characteristics. First, WSM traffic is somewhat bursty, leading to bursty packet losses at the NIST Net router queue. This burstiness could be avoided by using a rate-based transport protocol instead of RTP/UDP and application layer rate control. One way to better accommodate WSM traffic would be to over-provision router queues to handle the
bursty nature of the traffic, however this may be problematic because of the increased
delay larger queues would cause. The use of packet-pair capacity estimates to deter-
mine the initial bitrate to stream can lead to incorrect results. An Internet router that
uses a token-bucket filter to shape traffic and impose bitrate limitations could cause
problems with this technique. If enough tokens are available when the packet probes
arrive, they may be quickly let out of the queue, resulting in an inaccurate capacity
estimate. Also, this packet-pair estimate may miss any competing traffic on the link.

The results of this thesis are useful because they give a better understanding of
Windows Streaming Media. This will facilitate the construction of networks to better
accomodate or detect WSM flows. Also, future researchers can conduct experiments
using better simulation models of streaming media based upon the results of our
careful measurements. Finally, we can uses our results to improve current streaming
media products or design future ones.
6 Future Work

Future work that could be performed includes running the experiments with another streaming technology, such as RealVideo or Quicktime. It would be interesting to compare the responsiveness of each of the different technologies available under network conditions similar to the ones studied here. Quicktime in particular would be interesting to study because the application layer congestion control mechanisms are parameterized, such as when to thin the stream, allowing additional tuning by the content provider. Due to the closed-source nature of Windows Streaming Media, we are forced to leave it as a “black box” in our current work. However, the Quicktime streaming server, Darwin, is open-source allowing us to compare our insights reached through measurement with the implementation code.

Another avenue of future work would be to more fully explore the effects of the content on the behavior of WSM. Primarily, one could examine the effect (if any) of content type, for example a sports clip compared to a news clip. The encoded properties of each content type might be different, and this may play a role in performance while streaming.

Finally, future research into the creation of an analytical model for use in simulation could be very useful. A model for use in a network simulator where a researcher could input the content encoding parameters and the model would calculate the appropriate bitrate for the current simulated network conditions would be more accurate than the CBR bitrate distributions typically used. This model would have to incorporate the buffering and post-buffering stages seen during streaming and would need
to respond to excessive loss rates.
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