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Total IP Traffic 63.9 Exabytes per month by 2014 

 Annual global IP traffic will reach 3/4 of a zettabyte by 2014 

Internet 47.2 Exabytes per month by 2014 

Managed IP 13.2 Exabytes per month by 2014 

  Internet video will surpass P2P as top traffic type by end of 2010 

 Web-based video conferencing will grow 180-fold from 2009-2014 

Mobile Data 

 Mobile video will increase 66-fold from 2009 to 2014  

3.5 Exabytes per month by 2014 
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Video is the corner stone of consumer experience on the internet  

•  Video over Internet at Unprecedented scale 

Multiple streams, many devices, HD 

Real time expectation  

From broadcast to unicast 

Video is new Voice AND new Chat (and moving to HD) 

•  Complexity of home networking or personal 
network ? 

•  Content creation – Sharing  

•  Social media 

•  Multiple devices 
Mobile, mobile, mobile   
Specialized experience devices => multi-experiences 
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•  Mobile 
Internet and Video (offload) 

“There is an App for that” 

•  Multi-experience providers  

•  Consumer Experience  
Churn vs Loyalty; Net neutrality vs Service bundling  

•  Content shifting to SP infrastructure, ≠ revenue 

•  Massive Scale content distribution  
Unicast + DC + CDN 

•  Running out of IP address !   

•  Business expectation aligning with Consumers 

•  SLA management 
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•  Consumerization of IT 

employee = consumer  (experience and devices) 
Collaboration – Rich Media   

•  Cloud / Virtualization @ every level 

•  Mobility (time & location)  

•  Immersive experience vs scale 
Top down vs Bottom up video adoption  

•  Business requires Rich Media 
More video end-point, more apps, more content ,  
Improve business processes  

•  Scaling rich media visibility and control 
optimized media delivery, Intelligent QoS,  
User SLA, Video MOS (?) 

•  No downtime—planned or unplanned, period ! 
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  n-display 
problem 

  Network 
provisioning and 
operation  

  Delivering new 
experiences 

  Hard to find and 
share video 

  Video is real-time, 
interactive and 
bursty 

  Increased 
customer 
expectations 

  Bringing social 
experience to TV 

  Video storage  

  Bandwidth 

  Managed & 
unmanaged 
networks 

  Content 
Delivery 

  Rate of 
changes 

  Fragmented 
solutions 

  Hard to use 

  User is control-
plane 

  TV-centric to 
user-centric 
content access 

  User SLA  

Complexity Interactivity Capacity Experience 
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as policers and shapers are deployed, some care is required to accommodate the grouping of packets into 
frames, and the frame rate. The primary concern is the I-frame, because it can be many times larger than 
a P-frame, because of the way video encoders typically place I-frames onto the network. (See 
Figure 2-1.)

Figure 2-1 P-frames and I-frames

When an I-frame is generated, the entire frame is handed to the network abstraction layer (NAL). This 
layer breaks the frame into packets and sends them on to the IP stack for headers. The processor on the 
encoder can slice the frame into packets much faster than the Ethernet interface can serialize packets 
onto the wire. As a result, video frames generate a large number of packets that are transmitted 
back-to-back with only the minimum interpacket gap (IPG). (See Figure 2-2.)

Figure 2-2 I-frame Serialization
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Figure 2-8 Default and Tuned Buffer Allocation

It may take some fine tuning to discover the values most appropriate to the load placed on the queues. 
Settings depend on the exact mix of applications using the interface.

Capacity Planning
Capacity planning involves determining the following: 

• How much video is currently running over the network

• How much future video is expected on the network

• The bandwidth requirements for each type of video

• The buffer requirements for each type of video

The first item above is discussed in Chapter 6, “Medianet Management and Visibility Design 
Considerations.” Tools available in the network such as NetFlow can help understand the current video 
loads. 

The future video requirements can be more subjective. The recent trend is for more video and for that 
video to be HD. Even if the number of video streams stays the same, but is updated from SD to HD, the 
video load on the network will grow substantially.
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The bandwidth requirements for video as a 1 second smoothed average are fairly well known. Most 
standard definition video consumes between 1–3 MB of bandwidth. High definition video takes between 
4–6 Mbps, although it can exceed this with the highest quality settings. There are some variances 
because of attributes such as frame rate (fps) and encoding in use. Table 2-3 lists the bandwidth 
requirements of common video streams found on a medianet.

Table 2-3 BAndwidth Requirements of Common Video Streams

Video Source Transport Encoder Frame Rate Resolution Typical Load1

1. This does not include audio or auxiliary channels.

Cisco TelePresence 
System 3000

H.264 30 fps 1080p 12.3 Mbps

Cisco TelePresence 
System 3000

H.264 30 fps 720p 6.75 Mbps

Cisco TelePresence 
System 1000 

H.264 30 fps 1080p 4.1 Mbps

Cisco TelePresence 
System 1000

H.264 30 fps 720p 2.25 Mbps

Cisco 2500 Series Video 
Surveillance IP Camera

MPEG-4 D1 (720x480) 15 fps 1 Mbps

Cisco 2500 Series Video 
Surveillance IP Camera

MPEG-4 D1 (720x480) 30 fps 2 Mbps

Cisco 2500 Series Video 
Surveillance IP Camera

M-JPEG D1 (720x480) 5 fps 2.2 Mbps

Cisco 4500 Series Video 
Surveillance IP Camera 

H.264 1080p 30 fps 4–6 Mbps

Cisco Digital Media 
System (DMS)—Show 
and Share VoD

WMV 720x480 30 fps 1.5 Mbps

Cisco Digital Media 
System (DMS)—Show 
and Share Live

WMV 720x480 30 fps 1.5 Mbps

Cisco DMS—Digital 
Sign SD (HTTP)

MPEG-2 720x480 30 fps 3–5 Mbps

Cisco DMS—Digital 
Sign HD (HTTP)

MPEG-2 1080p 30 fps 13–15 Mbps

Cisco DMS—Digital 
Sign SD (HTTP)

H.264 720x480 30 fps 1.5–2.5 Mbps

Cisco DMS—Digital 
Sign HD (HTTP)

H.264 1080p 30 fps 8–12 Mbps

Cisco Unified Video 
Advantage

UDP/5445 H.264 CIF variable 768 Kbps

Cisco WebEx TCP/HTTPS CIF variable 128K per small 
thumbnail

YouTube TCP/HTTP MPEG-4 320x240 768 Kbps

YouTube HD TCP/HTTP H.264 720p 2 Mbps
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Figure 4-2 VoIP versus High-Definition Video—At the Packet Level

The network demands of high-definition video include not only radically more bandwidth, but also 
significantly higher transmission reliability, as compared to standard-definition video applications.

The Explosion of Media

Another factor driving the demand for video on IP networks is the sheer explosion of media content. The 
barriers to media production, distribution, and viewing have been dramatically lowered. For example, 
five to ten years ago video cameras became so affordable and prevalent that just about anyone could buy 
one and become an amateur video producer. Additionally, video cameras are so common that almost 
every cell phone, PDA, laptop, and digital still camera provides a relatively high-quality video capture 
capability. However, until recently, it was not that easy to be a distributor of video content, as distribution 
networks were not common.

Today, social networking sites like YouTube, MySpace and many others appearing every day and have 
dramatically lowered the barrier to video publishing to the point where anyone can do it. Video editing 
software is also cheap and easy to use. Add to that a free, global video publishing and distribution system 
and essentially anyone, anywhere can be a film studio. With little or no training, people are making 
movie shorts that rival those of dedicated video studios.

The resulting explosion of media content is now the overwhelming majority of consumer network traffic 
and is quickly crossing over to corporate networks. The bottom line is there are few barriers left to inhibit 
video communication and so this incredibly effective medium is appearing in new and exciting 
applications every day.
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Figure 4-8 RFC 4594 Marking Recommendations

It is fairly obvious that there are more than a few similarities between Cisco’s QoS Baseline and RFC 
4594, as there should be, since RFC 4594 is essentially an industry-accepted evolution of Cisco’s QoS 
Baseline. However, there are some differences that merit attention.

The first set of differences is minor, as they involve mainly nomenclature. Some of the application 
classes from the QoS Baseline have had their names changed in RFC 4594. These changes in 
nomenclature are summarized in Table 4-2.

The remaining changes are more significant. These include one application class deletion, two marking 
changes, and two new application class additions:

• The QoS Baseline Locally-Defined Mission-Critical Data class has been deleted from RFC 4594.

• The QoS Baseline marking recommendation of CS4 for Streaming Video has been changed in RFC 
4594 to mark Multimedia Streaming to AF31.

22
02

00

Application
L3 Classification

DSCPPHB RFC

Low-Latency Data 18AF21 RFC 2597

Broadcast Video 24CS3 RFC 2474

Real-Time Interactive 32CS4 RFC 2474

Call Signaling 40CS5 RFC 2474

VoIP Telephony 46EF RFC 3246

OAM 16CS2 RFC 2474

IETF

High-Throughput Data 10AF11 RFC 2597

Low-Priority Data 8CS1 RFC 3662

Network Control 48CS6 RFC 2474

Multimedia Streaming 26AF31 RFC 2597

Best Effort 0DF RFC 2474

Multimedia Conferencing 34AF41 RFC 2597

Best Effort 0DF

Table 4-2 Nomenclature Changes from Cisco QoS Baseline to RFC 4594

Cisco QoS Baseline Class Names RFC 4594 Class Names 

Routing Network Control 

Voice VoIP Telephony 

Interactive Video Multimedia Conferencing 

Streaming Video Multimedia Streaming 

Transactional Data Low-Latency Data 

Network Management Operations/Administration/Management (OAM)

Bulk Data High-Throughput Data 

Scavenger Low-Priority Data 
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Figure 4-10 Figure 1-10 802.1Q/p CoS Bits

Figure 4-11 Figure 1-11 MPLS EXP Bits

Figure 4-12 Figure 1-12 IP ToS Bits: DSCP and IP ECN
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Additionally, it is often useful to combine shaping and queuing policies in a hierarchical manner, 
particularly over sub-line rate access scenarios. As previously discussed, queuing policies only engage 
when the physical interface is congested (as is indicated to IOS software by a full Tx-Ring). This means 
that queuing policies never engage on media that has a contracted sub-line rate of access, whether this 
media is Frame Relay, ATM, or Ethernet. In such a scenario, queuing can only be achieved at a sub-line 
rate by introducing a two-part HQoS policy wherein:

• Traffic is shaped to the sub-line rate.

• Traffic is queued according to the LLQ/CBWFQ policies within the sub-line rate.

With such an HQoS policy, it is not the Tx-Ring that signals IOS software to engage LLQ/CBWFQ 
policies, but rather it is the Class-Based Shaper that triggers software queuing when the shaped rate has 
been reached. 

Consider a practical example in which a service provider offers an enterprise subscriber a 
GigabitEthernet handoff, but with a (sub-line rate) contract for only 60 Mbps, over which he wants to 
deploy IP Telephony and TelePresence, as well as applications. Normally, queuing policies only engage 
on this GE interface when the offered traffic rate exceeds 1000 Mbps. However, the enterprise 
administrator wants to ensure that traffic within the 60 Mbps contracted rate is properly prioritized prior 
to the handoff so that both VoIP and TelePresence are given the highest levels of service. Therefore, the 
administrator configures an HQoS policy, such that the software shapes all traffic to the contracted 60 
Mbps rate and attaches a nested LLQ/CBWFQ queuing policy within the shaping policy, such that traffic 
is properly prioritized within this 60 Mbps sub-line rate. Figure 4-22 illustrates the underlying 
mechanisms for this HQoS policy.

Figure 4-22 Hierarchical Shaping and Queuing Policy Example

AutoQoS
The richness of the Cisco QoS toolset inevitably increases its deployment complexity. To address 
customer demand for simplification of QoS deployment, Cisco has developed the Automatic QoS 
(AutoQoS) features. AutoQoS is an intelligent macro that allows an administrator to enter one or two 
simple AutoQoS commands to enable all the appropriate features for the recommended QoS settings for 
an application on a specific interface.
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as policers and shapers are deployed, some care is required to accommodate the grouping of packets into 
frames, and the frame rate. The primary concern is the I-frame, because it can be many times larger than 
a P-frame, because of the way video encoders typically place I-frames onto the network. (See 
Figure 2-1.)

Figure 2-1 P-frames and I-frames

When an I-frame is generated, the entire frame is handed to the network abstraction layer (NAL). This 
layer breaks the frame into packets and sends them on to the IP stack for headers. The processor on the 
encoder can slice the frame into packets much faster than the Ethernet interface can serialize packets 
onto the wire. As a result, video frames generate a large number of packets that are transmitted 
back-to-back with only the minimum interpacket gap (IPG). (See Figure 2-2.)

Figure 2-2 I-frame Serialization
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Figure 2-8 Default and Tuned Buffer Allocation

It may take some fine tuning to discover the values most appropriate to the load placed on the queues. 
Settings depend on the exact mix of applications using the interface.

Capacity Planning
Capacity planning involves determining the following: 

• How much video is currently running over the network

• How much future video is expected on the network

• The bandwidth requirements for each type of video

• The buffer requirements for each type of video

The first item above is discussed in Chapter 6, “Medianet Management and Visibility Design 
Considerations.” Tools available in the network such as NetFlow can help understand the current video 
loads. 

The future video requirements can be more subjective. The recent trend is for more video and for that 
video to be HD. Even if the number of video streams stays the same, but is updated from SD to HD, the 
video load on the network will grow substantially.
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The bandwidth requirements for video as a 1 second smoothed average are fairly well known. Most 
standard definition video consumes between 1–3 MB of bandwidth. High definition video takes between 
4–6 Mbps, although it can exceed this with the highest quality settings. There are some variances 
because of attributes such as frame rate (fps) and encoding in use. Table 2-3 lists the bandwidth 
requirements of common video streams found on a medianet.

Table 2-3 BAndwidth Requirements of Common Video Streams

Video Source Transport Encoder Frame Rate Resolution Typical Load1

1. This does not include audio or auxiliary channels.

Cisco TelePresence 
System 3000

H.264 30 fps 1080p 12.3 Mbps

Cisco TelePresence 
System 3000

H.264 30 fps 720p 6.75 Mbps

Cisco TelePresence 
System 1000 

H.264 30 fps 1080p 4.1 Mbps

Cisco TelePresence 
System 1000

H.264 30 fps 720p 2.25 Mbps

Cisco 2500 Series Video 
Surveillance IP Camera

MPEG-4 D1 (720x480) 15 fps 1 Mbps

Cisco 2500 Series Video 
Surveillance IP Camera

MPEG-4 D1 (720x480) 30 fps 2 Mbps

Cisco 2500 Series Video 
Surveillance IP Camera

M-JPEG D1 (720x480) 5 fps 2.2 Mbps

Cisco 4500 Series Video 
Surveillance IP Camera 

H.264 1080p 30 fps 4–6 Mbps

Cisco Digital Media 
System (DMS)—Show 
and Share VoD

WMV 720x480 30 fps 1.5 Mbps

Cisco Digital Media 
System (DMS)—Show 
and Share Live

WMV 720x480 30 fps 1.5 Mbps

Cisco DMS—Digital 
Sign SD (HTTP)

MPEG-2 720x480 30 fps 3–5 Mbps

Cisco DMS—Digital 
Sign HD (HTTP)

MPEG-2 1080p 30 fps 13–15 Mbps

Cisco DMS—Digital 
Sign SD (HTTP)

H.264 720x480 30 fps 1.5–2.5 Mbps

Cisco DMS—Digital 
Sign HD (HTTP)

H.264 1080p 30 fps 8–12 Mbps

Cisco Unified Video 
Advantage

UDP/5445 H.264 CIF variable 768 Kbps

Cisco WebEx TCP/HTTPS CIF variable 128K per small 
thumbnail

YouTube TCP/HTTP MPEG-4 320x240 768 Kbps

YouTube HD TCP/HTTP H.264 720p 2 Mbps
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Figure 4-2 VoIP versus High-Definition Video—At the Packet Level

The network demands of high-definition video include not only radically more bandwidth, but also 
significantly higher transmission reliability, as compared to standard-definition video applications.

The Explosion of Media

Another factor driving the demand for video on IP networks is the sheer explosion of media content. The 
barriers to media production, distribution, and viewing have been dramatically lowered. For example, 
five to ten years ago video cameras became so affordable and prevalent that just about anyone could buy 
one and become an amateur video producer. Additionally, video cameras are so common that almost 
every cell phone, PDA, laptop, and digital still camera provides a relatively high-quality video capture 
capability. However, until recently, it was not that easy to be a distributor of video content, as distribution 
networks were not common.

Today, social networking sites like YouTube, MySpace and many others appearing every day and have 
dramatically lowered the barrier to video publishing to the point where anyone can do it. Video editing 
software is also cheap and easy to use. Add to that a free, global video publishing and distribution system 
and essentially anyone, anywhere can be a film studio. With little or no training, people are making 
movie shorts that rival those of dedicated video studios.

The resulting explosion of media content is now the overwhelming majority of consumer network traffic 
and is quickly crossing over to corporate networks. The bottom line is there are few barriers left to inhibit 
video communication and so this incredibly effective medium is appearing in new and exciting 
applications every day.
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Figure 4-8 RFC 4594 Marking Recommendations

It is fairly obvious that there are more than a few similarities between Cisco’s QoS Baseline and RFC 
4594, as there should be, since RFC 4594 is essentially an industry-accepted evolution of Cisco’s QoS 
Baseline. However, there are some differences that merit attention.

The first set of differences is minor, as they involve mainly nomenclature. Some of the application 
classes from the QoS Baseline have had their names changed in RFC 4594. These changes in 
nomenclature are summarized in Table 4-2.

The remaining changes are more significant. These include one application class deletion, two marking 
changes, and two new application class additions:

• The QoS Baseline Locally-Defined Mission-Critical Data class has been deleted from RFC 4594.

• The QoS Baseline marking recommendation of CS4 for Streaming Video has been changed in RFC 
4594 to mark Multimedia Streaming to AF31.
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Multimedia Conferencing 34AF41 RFC 2597

Best Effort 0DF

Table 4-2 Nomenclature Changes from Cisco QoS Baseline to RFC 4594

Cisco QoS Baseline Class Names RFC 4594 Class Names 

Routing Network Control 

Voice VoIP Telephony 

Interactive Video Multimedia Conferencing 

Streaming Video Multimedia Streaming 

Transactional Data Low-Latency Data 

Network Management Operations/Administration/Management (OAM)

Bulk Data High-Throughput Data 

Scavenger Low-Priority Data 
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Figure 4-10 Figure 1-10 802.1Q/p CoS Bits

Figure 4-11 Figure 1-11 MPLS EXP Bits

Figure 4-12 Figure 1-12 IP ToS Bits: DSCP and IP ECN

PRI CFI VLAN ID
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Preamble 802.1Q Tag
4 bytes

DASFD SA Type PT FCS

Three Bits for User Priority
(802.1p CoS)

Data
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07

CoSLabel/Tag

Label/Tag:
20 bits

Time to Live (TTL):
8 bits

MPLS Experimental (CoS): 3 bits
Bottom of stack indicator (S): 1 bit

TTL

3 2 1 0

SMPLS EXP
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Version
Length

ToS
Byte

Len ID Offset TTL Proto Data

7

IPv4 Packet

Congestion Experienced (CE) Bit
0 = No Congestion Experienced
1 = Congestion Experienced

ECN-Capable Transport (ECN) Bit
0 = Non ECN-Capable Transport
1 = ECN-Capable Transport

FCS IP-SA IP-DA

6 5 4 3 2 1 0

DiffServ Code Points (DSCP) ECT CE

RFC 2474 DiffServ Bits RFC 3168 IP ECN Bits
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Additionally, it is often useful to combine shaping and queuing policies in a hierarchical manner, 
particularly over sub-line rate access scenarios. As previously discussed, queuing policies only engage 
when the physical interface is congested (as is indicated to IOS software by a full Tx-Ring). This means 
that queuing policies never engage on media that has a contracted sub-line rate of access, whether this 
media is Frame Relay, ATM, or Ethernet. In such a scenario, queuing can only be achieved at a sub-line 
rate by introducing a two-part HQoS policy wherein:

• Traffic is shaped to the sub-line rate.

• Traffic is queued according to the LLQ/CBWFQ policies within the sub-line rate.

With such an HQoS policy, it is not the Tx-Ring that signals IOS software to engage LLQ/CBWFQ 
policies, but rather it is the Class-Based Shaper that triggers software queuing when the shaped rate has 
been reached. 

Consider a practical example in which a service provider offers an enterprise subscriber a 
GigabitEthernet handoff, but with a (sub-line rate) contract for only 60 Mbps, over which he wants to 
deploy IP Telephony and TelePresence, as well as applications. Normally, queuing policies only engage 
on this GE interface when the offered traffic rate exceeds 1000 Mbps. However, the enterprise 
administrator wants to ensure that traffic within the 60 Mbps contracted rate is properly prioritized prior 
to the handoff so that both VoIP and TelePresence are given the highest levels of service. Therefore, the 
administrator configures an HQoS policy, such that the software shapes all traffic to the contracted 60 
Mbps rate and attaches a nested LLQ/CBWFQ queuing policy within the shaping policy, such that traffic 
is properly prioritized within this 60 Mbps sub-line rate. Figure 4-22 illustrates the underlying 
mechanisms for this HQoS policy.

Figure 4-22 Hierarchical Shaping and Queuing Policy Example

AutoQoS
The richness of the Cisco QoS toolset inevitably increases its deployment complexity. To address 
customer demand for simplification of QoS deployment, Cisco has developed the Automatic QoS 
(AutoQoS) features. AutoQoS is an intelligent macro that allows an administrator to enter one or two 
simple AutoQoS commands to enable all the appropriate features for the recommended QoS settings for 
an application on a specific interface.
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Figure 4-25 Enterprise Medianet QoS Recommendations

The 12 classes of applications within this enterprise medianet QoS model—which have unique service 
level requirements and thus require explicit QoS PHBs—are outlined as follows:

• VoIP Telephony

• Broadcast Video

• Realtime Interactive

• Multimedia Conferencing

• Network Control

• Signaling

• Operations, Administration, and Management (OAM)

• Transactional Data and Low-Latency Data

• Bulk Data and High-Throughput Data

• Best Effort

• Scavenger and Low-Priority Data

VoIP Telephony

This service class is intended for VoIP telephony (bearer-only) traffic (VoIP signaling traffic is assigned 
to the Call Signaling class). Traffic assigned to this class should be marked EF (DSCP 46) and should 
be admission controlled. This class is provisioned with an Expedited Forwarding Per-Hop Behavior. The 
EF PHB-defined in RFC 3246-is a strict-priority queuing service and as such, admission to this class 
should be controlled. Example traffic includes G.711 and G.729a.
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Application Class

Transactional Data AF2

Real-Time Interactive CS4

VoIP Telephony EF

Ops/Admin/Mgmt (OAM) CS2

Bulk Data AF1

Scavenger CS1

Network Control CS6

Multimedia Streaming AF3

Best Effort DF

Multimedia Conferencing AF4

Broadcast Video CS5
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(Optional) PQ

BW Queue + DSCP WRED

BW Queue
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BW Queue
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(Optional) PQ

Priority Queue (PQ)

Queuing and Dropping

Min BW Queue
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Required

Required
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Admission
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Per-Hop
Behavior

BW Queue + DSCP WRED

BW Queue + DSCP WRED

Default Queue + RED

Cisco TelePresence

Cisco Digital Media System (VoDs)

EIGRP, OSPF, BGP, HSRP, IKE

SCCP, SIP, H.323

SNMP, SSH, Syslog

Cisco Unified Personal Communicator

Cisco IP Video Surveillance/Cisco Enterprise TV
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YouTube, iTunes, BitTorrent, Xbox Live
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E-mail, FTP, Backup Apps, Content Distribution

Default Class
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utilized as part of an effective strategy for DoS and worm attack mitigation (discussed later in this 
chapter). Traffic in this class should be marked CS1 (DSCP 8) and should be provisioned with a minimal 
bandwidth queue that is the first to starve should network congestion occur. Example traffic includes 
YouTube, Xbox Live/360 Movies, iTunes, BitTorrent, etc.

Media Application Class Expansion
While there are merits to adopting a 12-class model, as outlined in the previous section, Cisco recognizes 
that not all enterprises are ready to do so, whether this be due to business reasons, technical constraints, 
or other reasons. Therefore, rather than considering these medianet QoS recommendations as an 
all-or-nothing approach, Cisco recommends considering a phased approach to media application class 
expansion, as illustrated in Figure 4-26.

Figure 4-26 Media Application Class Expansion

Utilizing such a phased approach to application class expansion, enterprise administrators can 
incrementally implement QoS policies across their infrastructures in a progressive manner, inline with 
their business needs and technical constraints. Familiarity with this enterprise medianet QoS model can 
assist in the smooth expansion of QoS policies to support additional media applications as future 
requirements arise. Nonetheless, at the time of QoS deployment, the enterprise needs to clearly define 
their business objectives with QoS, which correspondingly determines how many traffic classes will be 
required at each phase of deployment.
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http://www.cisco.com/en/US/partner/docs/solutions/Enterprise/Video/Medianet_Ref_Gd/medianet_ref_gd.html 
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1. Buy more bandwidth 

4. Consider admission control 

2. Implement QOS 

Or take public transportation: Internet 

3. Use adaptive Codec 
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Enterprise 
Platform 

Application 

Enterprise 
Platform 

Application 

Enterprise  
Platform 

Application 

Enterprise 
Platform 

Application 

Today: “Over the top” 
“Socket”  

Network has to “guess” 
application intent 

The “Rich Socket” 
Simple API’s for Apps to 

consume rich network services 
Extend into the end point 
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•  Shared Media services  

•  Service Registration, Advertisement, Routing  

•  More flexible Network Services,  
More programmable 

•  Streams vs Packet services 

•  Applications-End user vs Packet services 

•  Context Aware network services   

•  Network Optimized Rich Media  

•  More intelligent/well behaved end-points 

•  More flexible/adaptive/network friendly Codec  

•  On path signaling (application metadata, context) 

•  Quality Measurement, Common criteria  

API 



Thank you. 


