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The Internet was once perceived as a computer network used by researchers

to transfer files and send text messages. Today, more users are becoming

aware of its potential as a general communication network.  
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Multicast 
conferencing over
the Internet has
the potential to

offer low-cost 
real-time 

multimedia 
solutions to a wide

range of user
groups, provided

that sufficient
audio quality can

be sustained.

Commercial interest in Internet audio has focused primarily on
point-to-point applications such as Internet telephony, which
provides roughly the same functionality as Public Switched
Telephone Networks (PSTNs) over a computer network. The
second focus of Internet audio developers has been download-

ing audio files—typically from a World-Wide Web server—for playout on
a remote user’s workstation [9]. Multicast conferencing [1], on the other
hand, allows real-time multiway audio and video communication over the
Internet and is now moving from the pilot stage [7] to a usable service in
countries like the U.K. and the U.S. 

Multicast audio allows groups of users to participate in real-time, simul-
taneous audio conferences, supporting communication that goes beyond the
possibilities of telephony or broadcast technology. Since the multicast back-
bone (Mbone—an overlay over the Internet [7]) can also support video and
shared workspace, collaboration environments can be tailored to support the
requirements of many distributed user groups. Another important benefit,
particularly for applications such as distance education, is that multicast
conferencing costs a fraction of the cost of other solutions. While video and
shared data are essential to many distributed tasks, audio of sufficient qual-
ity is a necessary condition for almost any successful real-time interaction.
Therefore, ensuring sufficient audio quality is a major stepping stone for
realizing the potential of multicast conferencing.

Successful
Multiparty Audio
Communication

over the Internet
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Audio quality is impaired by packet loss on the
network and lack of real-time support in general-pur-
pose operating systems. Acoustic aspects of packet
network audio systems also produce problems, since
one channel of restricted bandwidth is not the natural
means of human audio communication. In this article,
we describe state-of-the-art Internet audio commu-
nication and its applications, and outline impending
technical developments and applications that will be
available in the short- and medium-term. We
describe first-generation multicast audio tools and
how problems observed in their use have led to the
conception and development of a Robust-Audio Tool
(RAT). Subsequent user trials demonstrated a notable
improvement in perceived audio quality. 

The origins of speech transmission over long-haul
packet networks stem from the ARPANET and SAT-
NET experiments, which spawned packet-based mul-
timedia conferencing research on both sides of the
Atlantic. Indeed, the Mbone is used by a number of
research and teaching collaborations. The existence of
an international infrastructure, and the use of general-
purpose computer workstations to access it, has cre-
ated a critical mass of users who are piloting the
technology. Thus, first-generation multimedia confer-
encing tools and the effect of real-time multiway con-
ferences on the network have been studied with a
range of diverse user groups:

• Researchers have attended project meetings, sem-
inars, and conferences from their desktop work-
station and conference rooms [4].

• School children in the U.S. and Europe have been
able to participate in submarine excursions from
their classrooms [7].

• Students have participated remotely in lectures
and tutorials [11].

The Mbone currently supports multicast traffic
distribution to around 3,000 sites worldwide. Senders
submit packets to a group destination address, and
receivers express an interest in receiving traffic des-
tined for this group. 

The network conspires to deliver the packets to

interested receivers. The best-effort service model of
the Internet causes problems for real-time traffic.

Many audio tools are available for most general-
purpose workstations and multimedia PCs. Apart
from the software, all the user needs is either a head-
set or a microphone and speakers. Currently available

audio tools, such as Visual Audio Tool (VAT) [3], pro-
vide multiway telephone-quality speech, using the
proposed Internet Engineering Task Force (IETF)
standard called Real-time Transport Protocol (RTP)
over the network [10].

The audio tools provide a user interface (Figure 1),
which includes power meters to give the user an indi-
cation of send and receive volumes. Since it is difficult
to distinguish among multiple speakers using monau-
ral sound (one channel copied to both ears), a list of
participants’ names appears in the interface window,
with the current speaker highlighted.

Speech samples are collected from the audio device,
compressed, assembled into packets, and transmitted
to the receiver. At the receiver, the speech samples are
retrieved, decompressed, and fed out to the audio
device for the user to hear. (The structure of a typical
packet audio tool is depicted in Figure 2.)

Silence detection is commonly used in packet speech
systems, since it can provide bandwidth savings of up

Figure 1. Typical audio tool interface



to 50%. Input speech samples are categorized as
either “speech” (a talkspurt) or “silence,” and during
periods of silence, packets are not transmitted.
Silence detection algorithms in currently available
audio tools use a simple average energy measure;
they work well in acoustically quiet environments.
The push-to-talk facility is often used in conjunction
with a silence detection mechanism to restrict the
number of channels open at any one instant to
approximately half of one PSTN voice channel per
multiway conference.

Speech compression reduces the network bandwidth
consumed. At the sending end, speech samples are
compressed before being transmitted across the net-
work. At the receiving end, the inverse coding algo-
rithm decodes the samples. Most speech compression
algorithms originate from the PSTN world, where the
goal is to increase the number of channels carried by
one bearer circuit. 

Receive buffer software enables audio tools to transfer
a stream of speech samples in packets. Each packet

contains a segment of speech from a time interval;
packet sizes of 20, 40, and 80ms are common. Increas-
ing the packet size reduces the rate at which packets
are sent into the network, and this reduces the over-
head associated with the protocol header. Increasing
the packet size, however, also increases the end-to-end
delay, because the samples for one packet all have to
be collected before the packet can be transmitted.

Since the network distorts the original timing rela-
tionship of the transmitted audio packets, a buffer is
needed at the receiver to smooth out the packet flow.
The receive buffer artificially adds a small extra delay
to the mean network delay, so that packets stand a
good chance of being received before their playback
time. A particular receiver will experience different
and variable delay and jitter from different senders.
Consequently, delay adaptation must be on a per-
source basis. Adaptive playout algorithms represent a
compromise between low delay requirements and
user perception of loss, and a delay budget sufficient
to receive 99% of the transmitted packets is 
commonly used.

Some Internet audio tools use the Transmission
Control Protocol (TCP) instead of User Datagram
Protocol (UDP). TCP is designed for reliable data
transmission and automatically instigates flow control
mechanisms when packets are lost. The use of TCP
results in unbounded delay, which is detrimental to
audio conferencing interactivity. This effect was iden-
tified early on in the ARPANET and SATNET pro-
jects, which led to the development of more
lightweight protocols for delay-sensitive traffic.

Problems with Existing Audio Tools

Despite problems with them, existing
audio tools are widely used, especially
VAT. Use of VAT in piloting activi-
ties helped to identify a number of
key problems that affect the percep-

tion of Mbone audio: shared network effects (packet
loss) [2], scheduling in multitasking operating sys-
tems [5], and acoustic problems.

Generally speaking, delay is not a problem in mul-
ticast audio since the maximum
round-trip delay is well below
that at which normal conversa-
tional patterns cannot be main-
tained (400–600ms). With
network congestion, however,
packets may be excessively
delayed or dropped. When
packet loss occurs, a fill-in sec-
tion of audio is provided by the

receiver to maintain timing synchronization. Silence
was used as the replacement in first-generation audio
tools, such as VAT, but this results in degradation of
speech quality, which increases rapidly with loss rate
and packet size.

Mbone packet size is in the range 20ms–80ms,
with 40ms packets being the default. Especially with
packet sizes of 40ms and 80ms, a degradation in
speech intelligibility, as well as in perceived quality,
can be expected during packet loss [6]. Our experi-
ence shows that a 10% loss rate for 40ms packets is
the highest that can be tolerated with silence substi-
tution before a significant drop in speech intelligibil-
ity occurs. Packet loss on international links is
frequently about 20–25%. This means that most
existing audio tools cannot provide the minimum
quality required to conduct an audio conversation
over international—and sometimes national—links.

The performance of audio tools suffers from the
lack of real-time scheduling support on general-pur-
pose computers. The operating system may not sched-
ule the audio tool at regular intervals since scheduling
depends upon the other tasks being run on the host.
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Figure 2. Structure of a typical packet audio tool



Erratic scheduling means the audio device may
run out of buffered samples before the audio tool
process is scheduled to provide more audio. This
results in gaps in the output audio stream and an
increased delay due to excessive stored audio in the
device output buffers [12].

Acoustic problems that affect audio tools comprise:

• Echoes and feedback. The audio tool provides a
closed audio loop between participants; if a par-
ticipant uses a microphone and loudspeaker, then
the system will have feedback. This problem is
addressed in current audio tools by using the
push-to-talk mechanism. Hands-free operation
requires the use of headsets or expensive echo can-
cellers.

• Silence detection. The simple average-energy silence
detection mechanism used in most audio tools is
inaccurate and adversely affected by background
noise. The beginnings and endings of words are
lost, or the mechanism cuts in and out inappro-
priately. Better silence detection algorithms exist,
but they require significantly more processing
power.

• Lack of distance cues. Audio tools aim to support a
wide range of audio headsets, microphones, and
speakers, with a wide range of gains and imped-
ance levels. The user has manual gain control
which can be used to compensate for impedance

mismatches to some degree. In practice, however,
most speakers cannot judge how loudly they are
speaking, because the communication sounds
acoustically dead. In the real world, we judge the
distance of the listener, and the size of the room,
by using visual information and the amount of
reflections (reverberation) caused by audio.

• Restricted intelligibility. Toll-quality speech com-
pression algorithms are suitable for most voice
communication over the Internet, but some spe-
cialist applications require better-quality audio.

Higher-quality audio can be produced only by
increasing the audio frequency range transmitted.
The use of toll-quality audio both restricts the
intelligibility of speech and makes speaker identi-
fication more difficult (individual voice character-
istics partially depend on frequencies higher than
those preserved in toll-quality speech).

• Monaural sound. Audio transmitted over the
Mbone uses one channel. In a natural environ-
ment, listeners use sound localization to identify a
particular speaker through the position of the
audio in space (in conjunction with visual infor-
mation) and to focus on one sound source in the
presence of other sound sources. Lack of sound
localization both reduces speech intelligibility and
restricts the ability of users to identify and focus
on individual speakers.

The Robust-Audio Tool 

RAT attempts to address the problems
experienced with other currently avail-
able Mbone audio tools. Packet loss is
perceived as the most significant prob-
lem facing audio over the Internet, so

effort has been focused mostly in this area. Redun-
dancy [2] was developed to counteract packet loss.
Problems caused by the multitasking operating sys-
tem have been addressed through the development of
an adaptive control mechanism [5]. Some acoustic

problems, such as silence detec-
tion, have also been addressed.
The first major RAT application
and trial was used as part of a
multimedia conference system for
remote-language teaching [11].
Packet loss robustness, worksta-
tion adaptation techniques, and
hands-free operation were
improved in response to ReLaTe
project requirements. Further
requirements led to the develop-

ment of an integrated interface for novice computer
users and the provision of lip synchronization of audio
and video components. 

Given the packet size used and the range of packet
loss rates that can occur on the Mbone, receiver-only
mechanisms—such as packet repetition—cannot
repair speech successfully [2]. Consequently, packet
loss repair must be achieved by sending extra infor-
mation from the transmitter to the receiver. This can
easily be accomplished over the Mbone, since IP
allows variable-length packets. Protection sent from
the transmitter to the receiver could be in the form of
packet-level forward error correction (FEC) tech-
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niques. However, it is not necessary to repair speech
with bit-level accuracy, since the brain is capable of
restoring phonemes that have been replaced with
noisy, but frequency-correct, information.

RAT uses redundancy [2], which involves trans-
mitting extra information along with the main audio
packets. Redundant information is piggybacked onto
a later scheduled packet, which is preferable to the
transmission of extra packets since the extra header is
an overhead. Linear predictive coding (LPC) is a 
lossy low-bit-rate coding algorithm that is perceptu-
ally acceptable as the source of the redundant infor-
mation for speech communication (see Figure 3). The
use of LPC adds only a small overhead to each packet
(a large increase in packet size is likely to increase the
loss rate).

The loss characteristics over the Mbone vary; a rea-
sonable working assumption is that packet loss fol-
lows a random pattern. Using this model, a single
copy of redundancy is good enough to provide packet
loss protection for loss rates of up to 20–30% (see Fig-
ure 4). RAT uses waveform substitution [2] to repair
bursts of up to two packets—one packet is repaired by
using redundancy, the other by using waveform sub-
stitution. Results show that a single copy of redun-
dancy used with waveform substitution at packet sizes
of 40ms repairs packet loss of up to 30% and provides
perceptual improvement over this range by using
waveform substitution. 

RAT was also used in the ReLaTe trials, in which

small groups of students participated in
remote foreign language tutorials [11].
The results support the improvement in
perception shown in Figure 4.

Voice reconstruction techniques can-
not completely protect audio from the
effects of packet loss and thus should be
considered only as part of the solution.
Of all the causes of packet loss, transient
and long-term congestion are the most
prevalent and must be addressed. Tran-
sient loss may result in only a small burst
of loss, which can be repaired using the
voice reconstruction scheme. However,
some transient bursts are known to last
up to a second, and a loss of this length
cannot be repaired.

Loss that is a result of long-term con-
gestion requires the network load be
reduced. This can often be accomplished
by increasing the level of speech com-

pression. Increasing compression is often associated
with an increase in the time length of the packet in
order to restrict the overhead of the header to reason-
able values. This results in an increase in the end-to-
end delay and in the perception of loss. With
increased packet sizes, redundancy must be used
instead of receiver-only mechanisms [2]. 

The lack of real-time support on most general-pur-
pose multitasking operating systems means that
audio tools frequently suffer from gaps in the audio
output and from an unnecessary increase in delay.
RAT uses an adaptive scheme that analyzes the cur-
rent real-time performance of the workstation and
adjusts the amount of samples held in the device dri-
ver buffers. The scheme monitors the number of sam-
ples maintained in the audio device buffers (cushion),
resulting in greatly reduced gaps in audio output due
to output buffer starvation. Results also show a great
reduction in the average end-of-talkspurt delay [5].

Silence detection is often inaccurate and difficult to
implement. Many relatively successful algorithms
exist, such as the voice activity detector developed for
Global System for Mobile (GSM), but adequate
silence detection can be obtained for much less pro-
cessing power. RAT currently uses a simple average-
energy silence detection mechanism with an adaptive
silence threshold but supplements the operation with
a rule-based approach. This adds only a small amount
of extra processing but can increase the performance of
the algorithm. The use of this mechanism within
RAT has improved the performance of the silence
detection mechanism to the point that hands-free
operation can be used instead of push-to-talk for
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small-group interaction, if users wear headsets. 
The application and user group of the ReLaTe pro-

ject [11] presented an additional set of requirements:
Communication must be intuitive and natural. In
most applications of multicast conferencing to date,
audio, video, and shared workspace tools are presented
to the user as separate entities, each with associated
tool and activity information (to indicate who is cur-
rently speaking, drawing, and so on). Managing mul-
tiple windows and scanning separate tools for activity
information was an unacceptable level of overhead for
language teachers and students, who had used com-
puters for word processing only. Therefore, we devel-
oped an integrated user interface
tailored to small-group teaching
(Figure 5).

Since audio is used in hands-
free mode, users see only two slid-
ers to adjust the volume of the
microphone and headphones. The
interface adds speech power bars
with each video window to indi-
cate active speakers.

Since multicast audio and
video are sent in separate streams,
users of separate tools may hear a
person speak before the received
video image shows that person
speaking. Applications such as
ReLaTe require lip-synchroniza-
tion, so RAT has been synchro-
nized with a suitably modified
version of a video tool using RTP time-stamping [6].

Conclusions and Future Work

We stated at the outset that mul-
ticast has the potential to sup-
port multimedia conferencing
solutions for many users and a
wide range of tasks, provided

sufficient audio quality can be sustained. Packet loss,
multitasking in the workstation, and acoustic prob-
lems are the three major causes of impaired audio
quality. We have presented methods of counteracting
each of these problems and described how they have
been implemented in a second-generation multicast-
ing audio tool. Packet loss can be compensated by
redundancy; results show a marked improvement in
perceived audio quality with packet loss of up to
30%. The adaptive cushion algorithm is an effective
and efficient mechanism that minimizes both delays
and gaps caused by scheduling problems in typical
operating systems. Improved silence detection allows
hands-free use of the audio tool with headsets. Solu-

tions to the other acoustic problems—wide-band
speech, stereo effects, and spatial cues—have been
devised and implemented. Informal trials have
shown these further improve speech intelligibility in
a way users feel is more natural. We have focused on
multiway audio, but point-to-point applications,
such as Internet telephony, will benefit from these
improvements, too.

Ongoing research is addressing a number of cur-
rent problems and future Mbone developments that
have an impact on packet loss solutions. With the
recent explosion in Web-based traffic [9], insufficient
network capacity is likely to be a common problem.

Audio communication becomes impossible when a
user’s available share of bandwidth falls below that
required for even the most compressed audio. This
could be avoided through bandwidth reservation. The
IETF is standardizing a signaling protocol called RSVP
[12] that includes hooks for classifying traffic and
accounting policies to be implemented at routing
nodes. Conference participants in an Mbone audio con-
ference are likely to experience different loss rates.
Rather than providing redundancy to all participants at
the level required for the receiver at the end of the poor-
est link, multiple multicast addresses can be used [8].

The LPC algorithm used to provide redundancy
forms the basis of many model-based coding algo-
rithms. These algorithms can be made hierarchical,
with LPC analysis forming the most important part of
the information. Other layers successively add more
quality to the received speech. A hierarchical scheme
with LPC as its basis would be suitable for the hetero-
geneous nature of the Mbone. Currently, users may
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change compression schemes in response to long-term
congestion. Audio applications must be made to
adapt to congestion by automatically increasing com-
pression of audio streams. This can be achieved by
using RTP packet header that transfers audio session
information on an end-to-end basis. If most of the net-
work is well provisioned but heavily used, priority
queuing for delay-sensitive traffic can be used to
reduce network jitter without reducing the through-
put of nonpriority traffic. Since queuing algorithms in
routers can give priority to certain packets, marking
delay-sensitive packets as high-priority would
improve the quality of audio communication.

Acoustic problems associated with current audio
tools reduce speech intelligibility. The acoustic envi-
ronment provided by current audio tools is somewhat
unnatural and may deter first-time users. Increased
speech intelligibility can be provided only by coding
and transmitting more of the input speech band-
width. A less complex version of the wide-band
speech coding algorithm is currently being developed
for RAT. The wide-band speech coding algorithm
transmits 7KHz audio and is known to preserve more
of an individual’s speech characteristics as well as
increasing speech intelligibility.

Sound localization artificially manipulates a single
input channel to produce 3D spatial sound. The
sound can be presented over headphones or via loud-
speakers, but the effect is better than stereo since the
sound appears to emanate from a particular location
(outside the user’s head with headphones). Sound
localization is being developed for RAT and will be
used to separate conference participants out in space.
This substantially eases speaker identification and
improves speech intelligibility, although discrimina-
tion of speech from the reverberation content of the
original room is still marred. The lack of distance cues
and problems with gain can be eased by artificial
reverberation, telephone handset side-tone, and auto-
matic gain control. 

The multicast audio work is indicative of the
potential of multimedia conferencing tools and
applications over the Internet. Studying network
characteristics, exploiting knowledge about human
perception, and applying computational techniques
can lead to considerable improvement in existing
tools and the perceived quality of audio and video.
Such techniques also allow adaptation when band-
width or workstation power is limited. The example
of ReLaTe (see Figure 5) demonstrates how multicast
software tools can be tailored and integrated into
multimedia conferencing solutions for specific user
groups and their requirements. The data provided by
any media can be recorded and edited. Recorded

audio and video materials can be brought into con-
ferences, and conference recordings can be replayed.
Digital audio and video can be processed further in
the workstation so sophisticated adaptation to spe-
cific user or task requirements (for example, compen-
sating for hearing problems) is possible. It does not
require much imagination from a reader familiar
with the power and flexibility of computers to realize
they will be at the center of genuinely integrated
communication services.
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