Analysts aren’t machines: inferring frustration through visualization interaction
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ABSTRACT
Recent work in visual analytics has explored the extent to which information regarding analyst action and reasoning can be inferred from interaction. However, these methods typically rely on humans instead of automatic extraction techniques. Furthermore, there is little discussion regarding the role of user frustration when interacting with a visual interface. We demonstrate that automatic extraction of user frustration is possible given action-level visualization interaction logs. An experiment is described which collects data that accurately reflects user emotion transitions and corresponding interaction sequences. This data is then used in building Hidden Markov Models (HMMs) which statistically connect interaction events with action sequences. The capabilities of HMMs in predicting user frustration are tested using standard machine learning evaluation methods. The resulting classifier serves as a suitable predictor of user frustration that performs similarly across different users and datasets.


1 INTRODUCTION
We hypothesize that human-to-visualization interaction patterns can be used to automatically infer and predict user frustration. In human-to-human discourse, people are often able to detect frustration in others by observing the way that others interact with them. Similarly, in human-to-visualization discourse, we wish to see if a system can make similar inferences. Complicating the problem is the fact that the system can only detect a limited number of the user’s actions, mainly through the keyboard and mouse. While other input devices can be used, it is not practical to assume that such devices are available in practice. Our work demonstrates that through a limited number of interactions, a statistical model can be built that predicts frustration.

To accomplish this, we collect ground-truth data that includes visualization interaction logs and emotional state transition timelines. We then train Hidden Markov Models using this data and evaluate their predictive capabilities using evaluation methods from the machine learning community.

Research in psychology indicates that emotions sometimes serve as a strong influence in even the most critical analytical situations [6]. Knowledge of emotions such as frustration have also been used to help disambiguate human intent in user-interface studies [5]. Additionally, aspects of human computer interaction that could affect analysis (such as intent and frustration) have been identified as important areas for research in visual analytics [7]. Because of the impact of emotions in human decision making, the ability to detect emotions such as frustration could prove useful to visual analytics systems.
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Figure 1: An overview of the linked-view visualization system participants used

Previous work in analytics has explored the extent to which high-level actions can be inferred from analyst interaction [6], [2]. Other work investigated the abilities of novice users to infer the reasoning strategies of expert analysts [3], and to assist expert analysts in recalling their own reasoning processes. Similarly, our work seeks to explore the extent to which interaction logs can be used to infer the emotional state of analysts. In contrast to previous work, we propose a method of automatically predicting engagement and frustration without the aid of human coders.

2 EXPERIMENT
To build a predictive model of frustration, we first gather ground-truth data that accurately reflects the emotional state transitions and interaction sequences of humans using a visualization system shown in figure 1.

A scatterplot view was included since many users were likely to be familiar with them and their interactions are easily taught and understood. A parallel coordinates view was also included to both increase the number of interaction events to log and to serve as a particularly useful view for some of the tasks (for example, seeing trends across dimensions). The views were coordinated in that selections in one view are also selected in the other view. Coordination helped users see the relationship between scatterplots and parallel coordinates.

Participants were asked to complete three to four tasks for both the cereal and cars datasets that are widely used in visualization research. While the participants are completing the tasks, several types of interactions are logged. These include actions like selection, changing axes, and resetting the visualizations. A complete list is given in table 1.

Video recording is used to capture the participant’s face and screen to assist in building an emotion transition timeline after all tasks are completed. Specifically, after all tasks are completed, the user views the videos (of the face and screen) with an investigator and indicates points at which they become frustrated or engaged (transition out of frustration). It should be noted that although it has been shown that users in specific situations can fail to accurately express what they feel via self-reporting, self-reporting remains accepted as standard practice within the affective computing commu-
nity [4]. Using these emotion-transition timelines and interaction logs, we are able to build a predictive model of user frustration.

### 2.1 Hypotheses

For our experiment, we identified the following hypotheses to test:

- Frustration influences a user’s interaction patterns with a visualization system.
- Given training data, a user’s affective state can be automatically predicted from their interaction patterns.
- Using the same visualizations and same tasks, interaction patterns that reflect emotional states are generalizable across users.
- Using the same visualizations and similar tasks, interaction patterns that reflect emotional states are generalizable across datasets.

### 2.2 Procedure

The primary purpose of this experiment was to collect ground-truth data that can be used to build a predictive model. As such, the experiment can be divided into two portions: that of task-completion to collect interaction data and that of video mark-up to generate emotion transition timelines.

After participants completed consent and demographics forms, they were given an overview of the visualization system (see Figure 1) during which all of the possible interactions were explained. Additionally, participants were reminded about concepts such as correlations and outliers to better prepare them for the tasks.

After the overview, the participants were given the task sheets to look over and instructed to ask any questions they might have. Tasks included questions that increase in difficulty. For example, a simple task was “In what year was the car with the highest MPG made?”, while a more difficult task was “What is the lightest car with the highest horsepower?”. Next, the participants were given the Self-Assessment Manikin (SAM) test, which is used in psychology research to determine a person’s emotional state [1]. The SAM was also given as a post test.

To facilitate the participants’ focus on the questions, they were not asked to report their emotional state during the tasks. When the participant finished the assigned tasks, the investigator displayed the recordings of both the participant’s face and of the screen. Then the investigator and the participant reviewed the videos simultaneously and identified points at which the participant transitioned from engaged or interested to frustrated or confused and vice versa.

### 3 Results

The user study provided us with interaction logs for which each interaction event has a corresponding affective state. Using part of this data for training and part for testing (cross validation), we trained Hidden Markov Models and tested their predictive capabilities on data in which we remove the participants’ reported affective states. This was repeated to test our hypotheses. Tables 2 and 3 refer to the hypothesis regarding generalizability across users and data, respectively. The results indicate that the interactions logged can be used to infer frustration or engagement across datasets with nearly 70% accuracy. Frustration was more accurately inferred than engagement, with engagement being classified as low as 57% and frustration as high as 80%. Refer to table 2 for additional results.
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