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Abstract We propose a method that automatically gener-
ates a smooth chase camera movement to follow a subject,
a user-controlled character or a character with unknown be-
haviors, in a 3D environment freely in real time. We consider
three objectives in generating the smooth-camera move-
ment: to avoid collisions with obstacles, to avoid subject
occlusions, and to choose a good viewpoint for looking at
the subject. We evaluate the goodness of viewpoints by us-
ing a viewpoint entropy map and choose the best viewpoint
as the goal position of the camera in real time. Afterwards,
we move the camera toward the goal position by following
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the shortest path, found by the A* algorithm, on a roadmap
graph. The resulting camera movement has a high degree of
freedom and fulfills the three objectives above. Our method
is effective for third-person-view 3D applications in track-
ing the real-time movement of user-controlled characters in
exploring a 3D environment.

Keywords Computer animation · 3D Virtual environment ·
Computer games · Camera control · Path planning ·
Viewpoint entropy

1 Introduction

In third-person-view 3D applications, especially 3D com-
puter games or 3D chat systems such as Metaverse [1],
a user virtually explores the 3D environment freely by con-
trolling a character, which is the subject of the camera, while
the behavior of the subject is unknown to the camera. The
most common approach to having the camera capture the
subject is simply to make the camera follow the subject from
a fixed distance. However, in a complex environment with
many static and dynamic obstacles, the camera often can-
not capture the subject or the whole environment well be-
cause the camera penetrates obstacles or the obstacles block
its view of the subject. To solve these problems, the cam-
era movement could be constrained, or the camera could
jump to another position. While this solves the problems of
collision and occlusion, it creates a discontinuity in cam-
era movement, causing the exploration to be distracting and
difficult. In addition, the camera may not capture the sub-
ject clearly from a desirable viewpoint. Good camera work
should be able to choose a good viewpoint for the camera to
see the subject from, by considering the important features
of the subject.

In this paper, we propose a method of generating an au-
tomatic chase camera movement based on a real-time view-
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point evaluation. We consider three main objectives in gen-
erating a smooth chase camera movement for a subject with
unknown behavior:

1. To avoid collisions (or intersections) between the camera
and the obstacles.

2. To avoid occlusions of the subject.
3. To move the camera to a position at which it can view the

subject clearly.

In our proposed method, the goodness of viewpoints
around the subject is evaluated using the concept of view-
point entropy [15], which is a measure of the amount of im-
portant information that is visible at a viewpoint. Based on
the viewpoint goodness evaluation, we choose, in real-time,
the best viewpoint with the highest viewpoint entropy as the
goal viewpoint, and move the camera toward that viewpoint.
For the path of camera movement toward the goal viewpoint,
we use a roadmap graph, which describes the camera move-
ment space that is free of collision with obstacles. We find
the shortest path on the roadmap graph, and then prevent any
collisions with moving obstacles during the runtime move-
ment of the camera. Our method produces camera move-
ment that changes adaptively with respect to moving obsta-
cles.

The rest of this paper is organized as follows. In Sect. 2,
we discuss related works of camera control, path-finding,
and viewpoint goodness evaluation. Section 3 contains the
details of our integrated method for chase camera move-
ment: viewpoint evaluation and creation of the camera
movement. In Sect. 4, we present our results. Conclusions
and future works follow in Sect. 5.

2 Previous work

Camera movement in 3D virtual environments has been
studied in many fields. In the field of storytelling, the camera
does not merely follow the subject, but also moves artisti-
cally as programmed in scripts. Many scripting languages
have been developed [2, 3] for programming the camera
movement in detail as desired by the story director. In order
to be effective, the director has to master the given scripting
language, but the learning process is time-consuming. This
scripting approach does not meet our objective of produc-
ing an automatic chase camera movement in a general 3D
environment.

The study of avoiding collisions with obstacles, by means
of roadmap graphs, has been carried out in robotics and
3D graphics. A roadmap graph describes the collision-free
space for the camera movement. Thus, collision-free camera
movement can be automated by finding a path from the cam-
era to a subject or a goal position on the roadmap graph. The
roadmap graph can be created by using either a probabilis-
tic or a deterministic method. Probabilistic methods [4, 5]
find collision-free positions randomly in an environment and

form the nodes accordingly on the roadmap graph. Deter-
ministic methods [6–8] divide an environment into a set
of cells and generate the roadmap graph from those cells,
which are obstacle-free. Both probabilistic and determinis-
tic methods produce collision-free camera movements, but
they limit the camera movement to line segments between
the nodes or cells in the roadmap graph. Consequently, the
camera has a narrow movement space and low degrees of
freedom in chasing a moving subject freely.

Path-finding methods that simulate a potential field of
both the repulsive force from obstacles and the attractive
force to the goal have also been studied [9]. By using the po-
tential field, we can generate a smooth, collision-free path.
However, the path may not lead the camera to the actual goal
when the path ends at a local minimum in the potential field.

Subject occlusions, being related to the work of camera
movement, pose problems such as the disappearance of the
subject and the difficulty in capturing the subject fully. Dur-
ing important moments in a scene, subject occlusions are
very undesirable. Hence, studies to solve occlusion prob-
lems have been widely carried out [10, 11]. The study re-
veals that occlusion-free smooth camera movement is com-
putationally expensive. A method incorporating the con-
cepts of the roadmap graph and the potential field to create
an automatic chase camera movement [12] partially solves
the subject occlusion problem by assigning an occlusion-
free position as the goal position. However, the method does
not solve the problem of subject occlusion when the camera
is still on its way to the goal position. Moreover, the method
does not consider all possible goal positions to choose a
better viewpoint for the camera to look at the subject more
clearly.

Choosing a good viewpoint to look at the subject is im-
portant for allowing the audience to perceive the message
or information from the subject optimally. Subsequently,
the evaluation of viewpoint goodness has been studied ex-
tensively in computer graphics [13, 14]. The viewpoint en-
tropy [15], a measure of the amount of information that can
be perceived from the viewpoint, is a good indicator in eval-
uating the goodness of viewpoints. The viewpoint entropy
is determined by the number of projected surfaces and the
areas of those surfaces. This approach enables an accurate
evaluation of viewpoint goodness even for complicated sub-
jects, but it is computationally expensive. So is the method
using mutual information [16]. Because we are handling a
moving subject in the 3D environment, it is a challenge to
adopt this viewpoint goodness evaluation method within the
time constraint for real-time performance.

In this paper, we propose a method for generating real-
time, smooth, collision-free chase camera movements while
enabling the camera to see the subject from the best view-
point. For this purpose, we employ the concept of viewpoint
entropy for real-time evaluation of viewpoint goodness to
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Fig. 1 Overview of our
method. (a) detect static
obstacles in the environment;
(b) create a roadmap graph;
(c) select a viewpoint;
(d) generate camera movement;
(e) adapt camera movement to
dynamic environment

choose the best viewpoint, in addition to the ideas dealt with
in [12].

3 Camera control

In this section, we describe our camera-control method,
which generates a smooth chase camera movement without
collisions or occlusions and chooses the best viewpoint for
viewing the subject clearly. This method consists of three
steps (see Fig. 1).

1. Create a roadmap graph.
2. Evaluate the goodness of viewpoints.
3. Generate the camera movement.

In Step 1, we create a roadmap graph by using a hier-
archical cell decomposition method based on a loose tree
structure. In Step 2, we evaluate the goodness of the view-
points around the subject by using a viewpoint evaluation
map in order to choose the best viewpoint as the goal posi-
tion for the camera. In Step 3, based on Hooke’s Law, we
generate the camera movement toward the goal position.

Our method, in which users can explore freely by con-
trolling a character (that is, a subject), supports 3D environ-
ments with the following conditions:

– The number of cameras is one.
– The number of subjects to follow at a time is one.
– There are many (an unknown number of) static and mov-

ing obstacles.
– The current positions of the subject and obstacles are

known.
– Movements of the subject and the moving obstacles (po-

sitions of the next and future time instants) are unknown.
– The shape of the subject is rigid (non-deformable).
– The environment is constructed from polygons only.

These conditions enable us to focus on the movement of
one camera toward one subject.

3.1 Roadmap graph generation

A roadmap graph, a set of inter-connected cells in which
the camera can move freely without collisions, is generated
based on the work of Hamazaki et al. [12]. We use a hier-

archical cell decomposition method based on a loose tree
structure, such as a kd-tree or an octree, in order to derive
the roadmap graph.

3.2 Evaluation of viewpoint goodness

In order to move the camera to the best viewpoint from
which important features of the subject can be viewed prop-
erly among the static and moving obstacles, we have to
evaluate the viewpoint goodness in real-time. For this pur-
pose, we use a viewpoint evaluation map to find the highest
value of viewpoint goodness, which corresponds to the best
viewpoint around the subject. For each viewpoint, the view-
point goodness is evaluated by calculating the viewpoint en-
tropy [15]. To do so, for each viewpoint around the subject,
the surface of the subject is projected to a 2D view plane as
seen from that viewpoint, and then the viewpoint entropy E

is calculated as follows:

E = −
N∑

i=0

Ai

S
log

Ai

S
,

where N is the number of facets of the subject, Ai is the
projected area of facet i, and S is the area of the 2D view
plane (screen).

The cost of this calculation for all viewpoints is very
high. Furthermore, in real time, moving obstacles may of-
ten obstruct the view of the subject and keep changing the
goodness of viewpoints around the subject. Repeating the
viewpoint evaluation for each time instant in the runtime is
too time-consuming for real-time performance. Hence, an
efficient algorithm for speeding up the calculation of view-
point evaluation is necessary. The following is the process
to be followed in order:

1. (Offline) Calculate the viewpoint evaluation values for
each viewpoint around the subject without the presence
of any obstacles in the environment.

2. (Runtime) Obtain the positions of all obstacles relative to
the subject.

3. (Runtime) Modify the evaluation values obtained in step
1 based on the information obtained in Step 2.

In Step 1, we isolate the subject from the environment
and the obstacles. We also define an arbitrary number of
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Fig. 2 Viewpoint entropy maps and occlusion map

viewpoints, enclosing the subject, with different distances
(radii) and directions from the subject. In our method, we
define four radii for each viewing direction around the sub-
ject. Subsequently, we calculate the viewpoint entropy for
each viewpoint around the subject, and normalize the en-
tropy values with respect to the largest entropy value. The
higher the entropy value, the better the viewpoints for cap-
turing important features of the subject, and vice versa.

The viewpoint entropy values of four viewpoints, at the
four radii along one direction, are scaled to BGRA color
component values, which are aggregately mapped to one
colored pixel of a texture map. Overall, the viewpoint en-
tropy values of all viewpoints are mapped as color values to
the texture map, by using paraboloid mapping [17]. We re-
fer to this texture map as the unoccluded viewpoint entropy
(UVE) map (for example, Fig. 2(a)). The composition of the
UVE map is illustrated in Fig. 3. The resolution of the UVE
map depends on the number of evaluated viewpoints.

We assume that the subject does not deform over time, so
without occlusions, the viewpoint entropy around the sub-
ject remains the same when it is isolated from the dynamic
environment. Therefore, the UVE map will not change dur-
ing runtime and Step 1 can be performed offline.

Steps 2 and 3 are carried out during runtime. In Step 2,
we use paraboloid mapping again to generate a grayscale
subject-centered environment map, referred to as an occlu-
sion map (see Fig. 2(b)), which stores the normalized dis-
tances of all obstacles from the subject. The location of each
pixel in the occlusion map corresponds to a viewing direc-
tion to the subject in the UVE map, while the value of each
pixel ranges from 0 (black) to 1 (white). The value 0 corre-
sponds to the zero distance of an obstacle from the subject,
while the value 1 indicates the largest distance (in the UVE
map) and beyond, of an obstacle from the subject.

In Step 3, the UVE map and the occlusion map are multi-
plied to produce the occluded viewpoint entropy (OVE) map
(Fig. 2(c)). On the OVE map, each pixel is derived from the
BGRA color components of the corresponding pixel in the
UVE map, which are scaled according to the occlusion in-
formation on the occlusion map. In this way, we can obtain
the effective viewpoint entropy values for all viewpoints in
real time. We can then move the camera to the best view-
point with the highest viewpoint entropy values on the OVE
map, in order to avoid subject occlusion and to capture the
subject clearly.

Fig. 3 Composition of UVE map

3.3 Generating camera movement

In this section, we describe a method for generating a cam-
era path to a goal position based on the roadmap graph as
proposed by Hamazaki et al. [12]. The procedure is de-
scribed below:

1. From the roadmap graph, extract the start cell that over-
lays the camera and the end cell that overlays the best
viewpoint position around the subject.

2. Find the shortest path between the start and end cells us-
ing the A* algorithm.

3. Move the camera inside the path cells toward the end cell
based on the total affecting force derived from a potential
function and a penalty function.

In Step 1, we detect the intersection between the bound-
ing box of the camera and a cell in the roadmap graph to be
the starting cell for the path-finding. We also extract the end
cell that contains the position of the best viewpoint around
the subject.

In Step 2, we use a path-finding algorithm to create the
shortest path of cells in the roadmap graph from the starting
cell to the ending cell. We use the A* algorithm for the path-
finding because it is able to produce a path with minimum
cost based on user-assigned cost functions on the nodes in
the search graph.

The camera path found by the A* algorithm is not com-
posed of line segments but cells, so we have to create a tra-
jectory of camera movement in the cell space. In Step 3,
we create a trajectory of camera movement that conforms
to Hooke’s Law, by using a potential function and a penalty
function. The potential function determines the force that
draws the camera toward the current best viewpoint position.
The penalty function determines the force that constrains the
camera inside the cells along the path toward the end cell.

We adapt the generated camera path to the dynamic envi-
ronment with moving obstacles by the following modifica-
tion:

1. Detect the cells in the roadmap graph that intersect with
the bounding boxes of moving obstacles;
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Fig. 4 Environments

2. If the camera is inside those cells, generate a repulsive
force along the surface normal of a sphere of a certain
radius surrounding each moving obstacle.

4 Results and discussion

In this section, we demonstrate and analyze the camera
movement produced by our proposed camera work in static
and dynamic environments. First, we compare two roadmap
graphs created by two hierarchical cell decomposition meth-
ods: one based on a loose octree and another based on a
loose kd-tree. The two roadmap graphs are compared in
terms of the resulting camera movement space. Next, we
analyze the effectiveness of our camerawork in producing
a collision-free camera path and choosing a good viewpoint
to view the subject clearly.

The 3D environments used in our experiment are shown
in Fig. 4(a)1 and 4(b)2, the subjects are shown in Fig. 5,
and the 3D environments with moving obstacles are shown
in Fig. 6. We define 32×16 viewpoints (four viewpoints at
four distances per viewing direction) around each subject for
the viewpoint goodness evaluation; hence, it is the same for
the resolution of the UVE map, the occlusion map, and the
OVE map. Our PC specifications are as follows: 2.13 GHz
CPU, 2 GB RAM, and 256 MB NVIDIA GeForce 7900 GS
graphics card. Our camerawork program with the specified
setting runs on this system at an average frame rate of 56 fps.
When the viewpoint goodness evaluation feature is turned
off, the frame rate is similar, at 60 fps.

4.1 Results of roadmap graph creation

To create a roadmap graph, we have the choice of using an
octree or kd-tree to subdivide the 3D environment into a set
of cells. We analyze both tree methods for their effectiveness
in creating the cells by comparing the sizes and the number
of cells at a level of depth, as well as the space-filling ratio
of the cells.

1http://hdri.cgtechniques.com/~sponza/files/.
2http://lava.ds.arch.tue.nl/lava/.

Fig. 5 Subjects

Fig. 6 Dynamic virtual
environment includes moving
obstacles

Fig. 7 Created roadmap graph
(green lines) in the Sponza
Atrium

First, we analyze the effectiveness of both trees for sta-
tic environments. In order to compare the two tree methods
in generating roadmap graphs with the same number of unit
cells, we use the octree of a certain depth and the kd-tree
of three times the depth of the octree. Table 1 shows the re-
sults of the roadmap graph creation for two environments:
the Sponza Atrium (Fig. 4(a)) and the house architecture,
using both the kd-tree and octree methods. Figure 7 shows
the created cell-set in the Sponza Atrium. We observe that
there is little difference in the space-filling ratios for both
methods, and sufficient space (that is, relatively high space-
filling ratio value) for the camera to move in the 3D environ-
ment, especially in the case of high maximum depth. How-
ever, in the case of low maximum depth, the camera move-
ment space in the roadmap graph tends to decrease because
the cells do not pack the obstacles tightly. We deal with this
problem by increasing the maximum depth. However, high
maximum depth translates into more cells generated for the
roadmap graph, and the subsequently higher cost of path-
finding. From Table 1, it seems that for approximately the
same space-filling ratios, the kd-tree produces fewer cells
compared to the octree in the static environment; hence, it
appears that the kd-tree is faster at path-finding. At the same
time, the cells in the kd-tree are larger in size compared to
those in the octree; hence, the kd-tree reduces the camera
movement space more than the octree does. Therefore, both

http://hdri.cgtechniques.com/~sponza/files/
http://lava.ds.arch.tue.nl/lava/
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Table 1 Result of creating a set
of cells Environment kd-tree octree

depth number of cells space-filling ratio depth number of cells space-filling ratio

Sponza Atrium 12 532 0.310 4 774 0.346

15 3806 0.499 5 4546 0.461

18 30594 0.641 6 62980 0.684

House architecture 12 628 0.424 4 1626 0.488

15 5458 0.726 5 9517 0.728

18 19081 0.826 6 40517 0.847

Fig. 8 View of Sponza Atrium from above with camera trajectory (red
line) and cells (blue is starting cell, purple is ending cell, and green are
shortest path cells)

the kd-tree and octree are suitable for different dynamic en-
vironments.

4.2 Results of collision-free camera path

Next, we analyze the effectiveness of the camera path pro-
duced by our camerawork in avoiding collisions with obsta-
cles. Figure 8 shows an example of the generated camera
movement in the Sponza Atrium without the presence of
moving obstacles. We use the Euclidean distance between
the subject and the cells of the roadmap graph as a cost func-
tion of the A* algorithm in finding the shortest path from the
starting cell to the ending cell.

Figure 9 shows a static environment with a smooth,
collision-free camera trajectory in the space near the sta-
tic obstacles, while Figs. 10 and 11 show the trajectory
of the camera in a dynamic environment with moving ob-
stacles. From this result, we confirm that our camerawork
achieves the shortest camera path in following the subject
while avoiding collisions with obstacles in the dynamic en-
vironment.

Fig. 9 Camera trajectory near obstacles

Fig. 10 Top-down view of first floor and part of second floor. We con-
firm that the path did not intersect with any moving obstacles

4.3 Results of viewpoint evaluation

We analyze the effectiveness of our camerawork in using the
viewpoint goodness evaluation to choose the best viewpoint.
The values of the viewpoint goodness evaluation are stored
in a UVE map, as shown in Fig. 12(a). At runtime, the oc-
clusion map (Fig. 12(b)) for the subject is combined with
the UVE map to produce an OVE map (Fig. 12(c)) in the
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dynamic environment (Fig. 12(d)). Figure 13 shows some
snapshots of an airplane subject from several viewpoints,
together with their viewpoint goodness evaluation values. In
this case, we select the viewpoint with the highest evaluation
values as the goal position for the camera in real-time.

Fig. 11 Camera trajectory in dynamic environment

Fig. 12 Generated maps and environment

Finally, we compare the camera views in two scenarios:
camerawork with and without viewpoint goodness evalua-
tion. Figure 14 compares the viewpoint goodness evalua-
tion values for the two scenarios. In this figure, we observe
that throughout a series of continuous camera movements
in the space, most of the time, the camerawork with view-
point goodness evaluation places the camera at better view-
points with relatively high viewpoint goodness evaluation
values (hence the clear camera view of the subject), com-
pared to the camerawork without viewpoint goodness eval-
uation. Figure 15 shows the corresponding camera views at
some viewpoints for the two scenarios. In this figure, we
observe that in the camerawork with a viewpoint goodness
evaluation scenario, the camera moves to avoid occlusion of
the subject, while that without a viewpoint goodness eval-
uation scenario does not try to avoid occlusion, as seen in
Frames 12 and 18. The comparison of the two scenarios
shows that our camerawork captures the subject clearly and
avoids long occlusion of the subject. Occasionally, some oc-
clusion is unavoidable, especially when the camera, with-
out planning, has to move away to avoid a collision with an
approaching obstacle. This explains the occasional drops in
viewpoint goodness evaluation values at certain frames as
seen in Fig. 14.

5 Conclusions and future work

In this paper, we presented a method for generating smooth
movement of a camera that follows and views a subject with
unknown behaviors from a good viewpoint while avoid-
ing collisions with obstacles. First, we created a collision-
free roadmap graph in the form of a set of cells using a
loose-tree-based method. Next, we evaluated the goodness

Fig. 13 Camera view at several
viewpoints with their viewpoint
goodness evaluation values on
the OVE map (Fig. 12(c))
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Fig. 14 Comparison between
camera movement based on
viewpoint goodness evaluation
and that without viewpoint
goodness evaluation, in terms of
viewpoint entropy values as the
camera follows a subject
throughout a series of display
frames

Fig. 15 The images on the upper row show the camera views when
viewpoint goodness evaluation is performed, and the bottom ones show
the camera views when the evaluation is not performed. In the upper
row images of columns (a), (b), and (e), the camera captures the sub-
ject from the top because the original viewpoint evaluation value of

the subject is the highest at the top. Also, in the upper row images of
columns (c) and (d), the camera moves to a better viewpoint at which
it can still view the subject when occlusions occur, compared to the
camera views shown in their corresponding lower row images

of viewpoints around the subject to choose the best view-
point. Afterwards, we found the shortest path of cells from
the camera to the best viewpoint. By controlling the camera
inside the cells along the shortest path by using a potential
function and a penalty function, we generated smooth chase
camera movement. The movement was then modified when
the camera encountered moving obstacles in the dynamic
environment.

As a result, our camerawork produced smooth, collision-
free camera movement and a better subject view for the cam-
era to see important features of the subject in real time. In
our method, the generation of a roadmap graph and the eval-
uation of viewpoint goodness operated effectively to achieve
our objectives of avoiding collisions with obstacles, avoid-
ing subject occlusion, and viewing the subject from a good
viewpoint clearly. Our method can be applied to 3D games,
in which a user explores a 3D environment by controlling a
character.

In future work, we would like to further expand our
method to generating cinematographic camera movements
such as camera panning motion to rotate and cut away to
another scene. We believe that in this way, the proper cam-
era movement will make the user’s experience more realistic
and artistic. Furthermore, we would like to use more para-
meters, such as lighting, textures, and silhouettes, to eval-
uate the viewpoint goodness more completely. We will also
extend our camerawork to handling deformable subjects. Fi-
nally, we would like to predict the movement of the subject
to choose good viewpoints more quickly.
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